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Introduction

As economists, we sometimes tend to lose sight of what our subject mat-
ter truly is: human behavior. We study human behavior in isolation, in 
groups, in organizational settings, and in terms of collective manifesta-
tions. The regularities we seek in (and sometimes impose on) the data help 
us construct narratives. It is not uncommon for quantitative economists 
to be asked what the “story” behind their numbers is. Humans are the 
protagonists in all social phenomena, regardless of whether we explic-
itly recognize it or not. Of course, economists have not been completely 
blind to the “human” component of their subject matter. Various attempts 
such as building micro-foundations, representative agents, agent-based 
modeling, more inclusive utility functions, evolutionary game theory, 
and so on are all manifestations of the desire among economists to link 
collective (at macro- or meso-level) outcomes to individual decisions or 
characteristics.

As a curious mind, I have always appreciated the complexity of the 
forces behind the human motivation and the susceptibility our brains to 
the context-specific cues. Behavioral economics has made significant in-
roads in identifying the consequences of our inherent psychological bias-
es. The distinction the evolutionary theorist makes between “proximate” 
and “ultimate” causes deeply resonates with me because the rock-bottom 
explanations, I feel, require a more etiological attitude toward human be-
havior. We need more “origin” stories. In this sense, sociobiology and its 
intellectual descendant, evolutionary psychology, with all their alleged 
reductionist tendencies, offered a breath of fresh air for scholars interested 
in a robust evolutionary framework in which the universals of social be-
havior could be studied. Humans are inherently capable of doing certain 
things like suckling and predisposed to quickly learn to do other things 
like speaking a language. However, they may not be instructed to fear, for 
instance, puppies, as easily as they learn to fear snakes. Once we recognize 
these innate tendencies, it becomes apparent that we are an intelligent 
species because our brain comes equipped with a large array of pre-built 
“reasoning instincts” (Tooby and Cosmides, 2015) evolved to solve the 
recurring adaptive problems faced by our ancestors.
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One of the most convincing pieces of evidence for the existence of such 
innate reasoning instincts comes from, of all places, physics. Specifically, it 
is possible for us to be very skilled early on at interacting with the physical 
world, while some of our intuitive predictions about physical events (e.g., 
trajectory of objects) could also be off by a wide margin (Gerstenberg and 
Tenenbaum, 2017). Even as infants, we have a certain set of expectations 
regarding how physical objects should behave—an innate skill that gets 
even more sophisticated with age. For instance, a five-month-old would 
probably show signs of confusion if a solid object like a ball was to pass 
through another solid object like a wall (Hesbos and vanMarle, 2012). 
However, our intuitive belief about motion may become maladaptive 
when our predictions systematically deviate from those of classical phys-
ics. For instance, when a group of undergraduate students were asked to 
walk across a room and drop a golf ball at a target marked on the floor, 
about half the subjects released the ball when it was directly above the 
mark. This means they failed to understand the role a carried object’s ini-
tial motion (forward in this case) plays in determining its path when it is 
dropped, just as an inexperienced basketball player systematically shoots 
the ball much too hard when they drive toward the basket. Even more in-
terestingly, McCloskey (1983) found that this innate bias could potentially 
be unlearned since those who have taken at least one physics course at the 
college level were much more likely to release the ball before (73 percent 
versus 13) as they should.

Our evolved psychology inevitably shapes what we learn and how we 
think today. What we learn and how we think, in turn, influence the kind 
of beliefs and attitudes that disseminate and stick around. I believe expla-
nations ignorant of these connections would leave much of human behav-
ior unaccounted for. Cultures, by virtue of being capable of adapting to 
our environment much faster than our genotype (our genes), are subject to 
the same evolutionary pressures—natural selection—as our genes. Genes 
and culture have been co-evolving, as a result, because there is a feedback 
loop from cultural invention like animal herding and the human geno-
type like lactose tolerance. Which genetic dispositions will be favored by 
natural selection depends on the social and physical environment, which 
is partly created by us. As Deacon (1998) suggested, for instance, the first 
use of symbolic reference, thanks to the emergence of verbal language, 
by some distant ancestors changed how natural selection processes have 
affected hominid brain evolution ever since. Based on similar and highly 
plausible cases for the co-evolution thesis, I tend to think of any claims 
about the direction of potential causation between our biology and culture 
as dubious at best. Rather, by creating the context for natural selection of 
our genes, culture has shaped our innate tendencies as much as the other 
way around. Human cultures are inherent in human biology in the sense 
that our innate predispositions, like greeting a smile with a smile, and 
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organic constraints, like being unable to breathe under water, influence 
the (i) ideas that we find attractive, (ii) the skills that we can easily learn, 
and (iii) the emotions that we can spontaneously experience.

What do I mean by “rock-bottom” explanations? Let me elaborate by 
revisiting the research question Nisbett and Cohen (1996) tackled in their 
book, Culture of Honor: “Why do Southerners seem more violent than 
other Americans in situations that involve personal honor?” “Of course, 
because of the unique culture of honor prevalent in the South,” you might 
reply. You would be right, but this would only be a proximate cause/
explanation for the phenomenon. For a definitive explanation, we may 
have to get our hands dirty and dig into the cultural and economic histo-
ries of the region. Once we begin studying the origin of the first settlers 
in this region, the first relevant piece of evidence stands out: the Ameri-
can South happened to be the preferred destination for the Irish-Scottish 
livestock herders (and the North for English, German, and Dutch peasant 
farmers). What difference does this finding make? As Nisbett and Cohen 
go on to persuasively argue, for herding societies a culture of honor must 
have often emerged as a necessity as herders seek to cultivate reputations 
for willingly resorting to violence as a deterrent to theft and other preda-
tory behavior.

This historical account shows us that the beliefs and attitudes regulat-
ing social relations are capable of getting culturally acquired; traveling 
long distances; and remaining alive and well over many generations. If 
you feel this sounds like an “ultimate enough” explanation, I am afraid, 
we are not there yet. So, why do Southerners need a culture of honor? 
Richerson and Boyd (2005) provided a plausible response informed by 
the co-evolutionary perspective summarized above: “Perhaps because on 
average, human males are neither innately sufficiently sensitive to insults 
nor sufficiently ready to respond violently to them in an environment 
where self-help violence is the chief means of protecting one’s livelihood.” 
(p. 6) That said, they are innately capable of producing cultural norms that 
prove to be adaptive in their respective environments as they are selected 
for the reproductive success they bestow on its practitioners.

This co-evolutionary approach does not prioritize one process or the 
other, as it would be practically a meaningless proposition to make. So, in 
each case some combination of biological forces and environmental influ-
ences constitute the “ultimate” causes of human behavior. The strongest 
evidence for this position, in my opinion, comes from twin studies. In one 
such study, the researchers surveyed food preferences among identical 
and non-identical (dizygotic) twin children. They found that the dislike 
for food items that are novel (or that children see very rarely), called neo-
phobia, are genetically inheritable to a large extent at about 70 percent 
(Cooke, Haworth, Wardle, 2007, and Knaapila et al., 2007). But there is 
more. Food preferences of young children also prove to be malleable in 
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the sense that a combination of modeling and taste exposure earlier in 
life can help reduce or even reverse the dislike for a particular food item 
(Wardle and Cooke, 2008). A set of other twin studies show that when 
growing up in different environments, the identical twins develop similar, 
as well as distinct, attitudes pointing to a strong gene-environment inter-
action. Ferguson (2010) surveyed a vast number of studies that focused 
on the genetic inheritability of antisocial behavior (e.g., aggression, lying, 
stealing, etc.) based on twin studies. These studies seem to confirm that 
genetic influences account for the largest component of the variance in 
anti-social behavior (around 56 percent) with unique non-genetic influ-
ences (i.e., the environment) explaining about 31 percent. The fact that 
genetic inheritability is more visible among the younger participants pro-
vides further scientific backing for the gene-environment interaction the-
sis as we expect the influence the environment exerts to gradually grow 
stronger later in life.

It is probably becoming, perhaps, a bit clearer by now why I find the 
sociobiological approach promising for studying economic behavior. Let 
me offer the following demonstration to further elaborate the value and 
usefulness I attribute to this particular approach to social behavior. The 
hypothetical scenario below is a slight variation on the Fable of Two Goats 
and a Bridge with which I am familiar from my own childhood. In the 
fable, our protagonists find themselves in a coordination dilemma that 
economists often study in game theory. The two goats face each other on a 
bridge only wide enough for a single goat to cross at a time. Neither goat 
intends to yield. As they power their way by one another, both fall to the 
river underneath. After this episode has been replicated a few times, the 
goats come to their senses and choose to communicate/cooperate with one 
of them yielding. The moral of the story that we would like our children to 
take away from this story is obvious. Additionally, the fable rings true—
it’s not uncommon for animals to learn from their past experiences even 
though they may not have the capacity to transmit that knowledge to their 
offspring. For instance, Clayton, Bussey, and Dickinson (2003) found that 
western scrub-jays, a bird species, not only possess episodic memory, but 
are able to apply episodic memory flexibly in novel situations.

My interest in the fable lies elsewhere: the situation lends itself to a 
game theoretical analysis. On the surface, it is a simple coordination game 
analogous to an intersection regulated by four-way stop signs. But what 
happens, as seems to be the case in our fable, if the goats arrive at the 
bridge at the same time with no clear guidance as to who has the right of 
way? If yielding is not reciprocated in the next round, the relationship is 
no longer one of equality. As a result, cooperation is likely to stop unless 
the original yielder accepts the other party’s dominance—a behavior that 
is not uncommon among goats that feature a unique pecking order of their 
own. Such a hierarchical solution would not be limited to goats, either, and 
may prove to be adaptive. In fact, hierarchy emerged as a coordination 
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tool among human societies as well. In this context, submission functions 
as a form of cooperation.

Under the usual assumption we make in game theoretical situations—
that both parties are equal and rational—we expect them to calculate the 
cooperative outcome to be in their best interest and reciprocate appropri-
ately in (infinitely) repeated interactions. As a result, reciprocal yielding 
emerges as a social norm, which is culturally transmitted from across gen-
erations. Viola! I would like to call this line of thinking the “they would 
just figure it out” approach. But I am not convinced by the plausibility of 
this account, as it offers a too flimsy foundation for cooperation to emerge 
in evolutionary time.

The following account, I believe, would offer a much more plausible 
story: goats that fall to their demise will not be represented in the future 
gene pool from that point forward. Only those that are genetically inclined 
to cooperate (e.g., even-tempered and farsighted ones) would. Such coop-
eration-friendly traits spread out over time such that cooperation becomes 
instinctively rewarding—assuming the environmental backdrop against 
which the natural selection is operating is static enough. If we would like 
to know why modern goats display cooperative tendencies, we need to 
account for the adaptive pressures from their environment and conspecif-
ics imposed on their ancestors. This is what evolutionary psychology, one 
of the intellectual descendants of sociobiology (see Griffiths, 2007, for a 
more detailed account of the history of the field) offers. In a nutshell, the 
evolutionary psychologists argued that if we can figure out what adaptive 
problems our foraging ancestors faced on the African savannahs, we can 
make some educated guesses about the kind of mental adaptations that 
natural selection might have produced to solve them. For example, since 
our ancestors lived in tightly-knit communities because of the advantages 
in catching prey and providing defense, social environment (our relation-
ship with our conspecifics) probably posed at least as many (if not more) 
problems for ancestors as their physical environment did. The ability to 
form alliances/coalitions and friendships became a matter of survival. 
Many of our natural cooperative inclinations such as reciprocal altruism 
could be considered positively selected adaptations because of their role 
in alliance formation. Moreover, our hunter-gatherer ancestors developed 
complex rituals with no apparent survival benefits for the individual. The 
primary function of these rituals was to facilitate effective cooperation 
and reinforce social cohesion (Henrich, 2015). Similarly, as Wilson sug-
gested, egalitarian ethos may have become part of our genetic endowment 
for similar purposes. Modern concepts like health insurance resemble our 
inclination to share big game regardless of who hunted it to compensate 
for variations in hunting success and the pressures of the, what Charlton 
(1997) called, “immediate-return economy.”

At this point a gentle warning is in order about the terminology, as I 
understand it. My approach draws on evolutionary psychology both in 
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the strict and the broad sense of the term as distinguished in the literature 
(Kopppl, 2004). The former is grounded in the modularity thesis popular-
ized by Barkow, Cosmides, and Tooby (1995). The latter refers to any the-
ory or argument that draws conclusions about human psychology from 
man’s evolutionary history. The practitioners of both fields are united in 
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their belief that our evolutionary “baggage” is still exercising a strong pull 
on our behavior—a position that I adopt.

Let me provide some examples for how our evolutionary heritage man-
ifests itself in modern life. In his rebuttal to those who blame obesity on a 
lack of self-control, Ubel points out that our ancestors would have proba-
bly gorged themselves on the kill in good times, storing meat in their own 
fat cells and glycogen stores. Evolution must have favored those individu-
als who could conserve energy (by getting fat!) and thereby hold on to the 
calories they had already consumed. Since our ancestors confronted a sit-
uation in which food arrives sporadically, this was an adaptive biological 
response. By storing food internally and carrying it forward, to be used at 
times when no food is available, we increased our expected total number 
of offspring. Even if storage involves a metabolic cost, as Robson (2002) 
argued, it would still be favored (almost as a form of self-insurance) if 
the cost is not too large. Apparently, we have not evolved to be successful 
dieters, just like we have not evolved to be successful savers or probability 
experts. Our basic nutritional preferences are also shaped biologically as 
our genome remains largely adapted for the Paleolithic existence. We all 
have the inclination to find foods high in fat, salt, and sugar pleasurable 
and we find exercise generally displeasurable. The explanations for these 
tendencies lie in our evolutionary heritage. Polyunsaturated fatty acids 
and sodium are required nutrients, but on the African savanna they were 
most likely in scarce supply, so taste preferences for them were advanta-
geous. And there must have been an active selection against wasting calo-
ries on unproductive exercise (Eaton et al., 2002).

I find it very encouraging as a social scientist that the human mind is 
no longer the enigma that it once was. Advances in the sciences of hu-
man nature (with all of their methodological limitations) have enabled us 
to supplement the useful experimental evidence coming from behavioral 
studies and acquire a much deeper insight as to the forces behind human 
behavior and motivation. In this book, I will try to integrate the growing 
body of experimental evidence on human nature scattered across a variety 
of disciplines from experimental economics to social neuroscience into a 
coherent and, hopefully, an original narrative about the extent to which 
market (or impersonal exchange) relations are reflective of the basic hu-
man sociality that was originally adapted to a more tribal existence. By 
articulating the relevance of the innate human sociality for building an ex-
tensive network of impersonal exchange populated with individuals and 
organizations, I hope to be able to formulate a set of substantive and fresh 
responses to the following questions:

•	 In which sense are exchange relations embedded in social relations?
•	 Can profit-seeking organization exist without co-opting social norms?
•	 In which sense do consumption and employment represent realms 

where Sapiens may be exercising their sociality?
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My approach to these questions builds on several convictions based on 
my reading of the existing literature: First, evolutionary psychology is ca-
pable of providing a plausible theoretical framework with testable predic-
tions in which the human social behavior could be systematically studied. 
However, the field is dominated by cognitive scientists and the role of 
affect has not been given the consideration it deserves. Second, emotions 
and affect are keys to social interactions and underlie the functioning of 
the “automatic system” in the brain that guides a significant portion of 
our daily social life. Third, social neuroscience, a relatively new field, pro-
vides the necessary experimental evidence to corroborate many of the 
predictions produced by evolutionary psychology. Lastly, the advances 
in neuroscientific methodology do not make behavioral experiments ob-
solete. On the contrary, the growing knowledge of the brain’s anatomy 
and experimental social psychology supplement one another in powerful 
ways. My approach is eclectic in the sense that it draws on all behavioral, 
affective, and cognitive dimensions of social behavior.



Part I

Social brain
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In the movie Me, Myself, and Irene, Charlie, played by Jim Carey, is 
known for his friendly, gentle, caring, and somewhat passive personal-
ity and finds himself often getting ridiculed by his colleagues as a result. 
Under socially stressful situations, Charlie transforms into Hank, his 
other personality. In terms of personality, Hank could not be more dif-
ferent from Charlie: Hank is assertive, aggressive, and much more hedo-
nistic. Moreover, he does not follow social conventions. Charlie, as you 
might be able to tell by now, suffers from dissociative identity disorder, 
which is characterized by the presence of two or more distinct (or split) 
identities or personality states that continually compete for power over 
the person’s behavior. Charlie seems to oscillate between these two ex-
treme personalities.

Most economists seem to believe that we act as if we have a split 
personality, of the kind similar to the one described above. As the belief 
goes, we can separate market relations from the rest of our social life with 
a great ease, behaving differently—sometimes surprisingly so—in each 
domain. From this perspective, seamlessly navigating our way back and 
forth between personal exchange (e.g., friendship) and financial transac-
tions (e.g., taking out a mortgage) is our second nature. On the surface, 
this seems like a commonsensical approach: the domain where peo-
ple engage in exchange or cooperation for strictly personal gains must 
naturally be regulated by a different set of norms. That is why the intro-
duction of financial incentives might possibly change how a particular 
exchange or interaction is perceived, particularly one that is more purely 
social. For example, when Greg Rosalsky, a producer at Freakonomics 
Radio, offered money to get people on the New York subway train yield 
their seats to him, he received interesting and varied reactions, suggesting 
that he violated the expectations of that situation by interjecting money 
into an interaction that is regulated by social norms—that is, regulated by 
currencies other than money. Some of the fellow commuters were simply 
puzzled by the very suggestion, while others indicated that they might be 
willing to move from their seats only for considerations other than money 
(e.g., injury, age, etc.). Others yet were downright hostile.

1	 The myth of the dissociative 
identities
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While this is perhaps a surprising finding, given that one might expect 
people to accept such easily obtained money, Vohs and her colleagues 
(2006) predicted that this would happen, albeit indirectly. They found that 
reminders of money would lead to behavior changes that suggest a feeling 
of self-sufficiency, indicated by the relative reluctance to ask help. When 
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people are primed to think about money (i.e., when sub- or supraliminal 
experimental techniques are used to trigger conscious or subconscious 
thoughts about money), they more strongly prefer to be free from depen-
dency; both in terms of depending on others and in terms of having others 
depend on them. For example, they were less helpful (in terms of time 
commitment) when asked for help and they donated less when solicited. 
These findings provide a strong example of how monetary considerations 
can overwhelm or crowd-out social considerations (Bowles & Polania-
Reyes, 2012). That is why it is not often that we find ourselves offering to 
compensate our hosts for their trouble at a Thanksgiving dinner.

For another example, consider the day care center in Israel that, in 
attempts to rein in the late pickups, introduced a financial penalty (dis-
incentive) and charged tardy parents a fee. One would expect that the 
parents would make better attempts at punctuality to avoid the penalty. 
Not so. The fine actually led to a substantial increase in the frequency 
of late pick-ups. The introduction of money (i.e., a fine) into a normally 
purely social situation apparently transformed the parents’ view of their 
efforts from one of generosity and duty (a non-market activity) to a mere 
service with a price attached to it (a market activity), thereby eliminat-
ing any sense of guilt that might normally accompany violation of social 
expectations.

The most bipolar ape

Although I seem to have been, so far, trying to convince you to believe 
otherwise, we do indeed have a split personality, in a manner of speaking. 
Its behavioral manifestation, however, does not map onto the market vs. 
social relations dichotomy and is much more nuanced and deep-seated. 
To understand this “bipolar” tendency, Cory’s (2006) dual motive theory, 
built upon Maclean’s triune brain model, is particularly promising, as 
it links the neural architecture of our brain, which has evolved in a lay-
ered fashion, to the broad range of social exchange relationships in which 
we can engage. According to the triune brain model, the human brain 
has evolved to consist of a three-level interconnected structure: (i) a self-
preservational, maintenance component inherited from the stem reptiles, 
called the proto-reptilian complex; (ii) the mammalian affectional com-
plex; and (iii) the most recent higher cortex. In other words, the brain 
structures of early vertebrate life forms ancestral to humans (i.e., early 
fishes and reptiles) became the substructures for later iterations, the foun-
dation on which mammalian and neocortical elaborations have been built.

Based on the Maclean’s typology, it makes sense to frame, as Cory did, 
human behavior in terms of an ongoing tension between two conflicting 
motives, self-interest (or ego) and other-interest (empathy), that originate 
in two separate motivational circuits in the brain. Self-interested motives 
are instrumental in achieving basic self-preservation-related objectives 
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and are supported by the most ancient (i.e., proto-reptilian) circuits. 
Other-interested preferences are associated with the affectional (i.e., mam-
malian) circuits that were integrated later in the evolutionary process. In 
this framework, the new kid on the block—that is, the frontal cortex—is 
charged with the unenviable task of mediating the opposing demands of 
these circuits. This dynamic interaction produces a wide range of possible 
behavioral outcomes, from self-sacrifice at one extreme, where empathy 
dominates, to aggressiveness at the opposite extreme, where egotistic 
motives win over. Both cases tend to generate a perceptible behavioral 
tension or a form of disequilibrium. Such unresolved tension, when it 
accumulates, will prove to be disruptive for the individual (e.g., feeling 
anxious) and the group (e.g., animosity toward others). A more balanced 
behavioral outcome would be characterized by a compromise between 
the extremes, where both the respect for both oneself and for others are 
present, such as is observed in a reciprocal social exchange situation 
where favors of (approximately) equal quantity are being swapped either 
simultaneously or in succession.

One of the implications of the dual motive theory is that we have a social 
brain that equips us with the capability to reconcile the basic self-preser-
vational imperatives with the demands of social interactions. The self-in-
terested (self-preservational) and other-regarding (affective) motivation 
are both key to social exchange. This characterization is similar to the 
way in which the impartial spectator modulates our passions, as argued 
by Adam Smith in his Theory of the Moral Sentiments. Although it is 
possible to be paralyzed by the opposing promptings of self-preservation 
and affection (“I want to but I can’t”), they are often combined to give us 
a rich behavioral repertoire the enables us, for instance, to quickly em-
pathize (at least verbally) with a fuming customer to set a softer tone for 
the rest of our conversation. In this sense, envisioning the market realm 
as a space for purely self-interested pursuits seems to be an empty—or at 
least an incomplete—proposition to make. Every social exchange situa-
tion is potentially fraught with this preservation-empathy tension, from 
romantic relationships to trade, making us act in rather odd, bipolar 
ways—sometimes Charlie, sometimes as Hank. As such, to better under-
stand market relationships and the full richness of economic behavior, we 
must consider this bipolar tension within us and appreciate the craftiness  
its takes to mold these opposite forces into a ecologically rational behav-
ioral patterns.

Born to barter?

The account I put forth takes a different approach to this ability of ours to 
adapt to the market exchange and organize ourselves into abstract orga-
nizations despite of both institutions’ quick rise to being the prominent 
mode of interaction today among strangers. The conflation examples 
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cited in the beginning of this chapter show that when we insert monetary 
considerations into a set of interactions that are typically governed by 
social “currencies” (i.e., norms, expectations), the outcome is unsettling. 
However, the inverse, invoking social norms in the market setting, is not 
only much less problematic, but is also, in some cases, inevitable. How so? 
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Isn’t market exchange the domain of purely disinterested and calculated 
exchange? Not really, as I hinted above. Market exchange presupposes 
and, to some extent, facilitates various forms of human sociality. I will 
elaborate more on this argument in Chapter 9, but for now, let me just 
state that social exchange is ancient, while market exchange is in its in-
fancy. Furthermore, while the latter was born out of the former, both forms 
of interactions draw on the same set of social competencies, which will be 
the focus of the rest of this chapter.

One thing that sets humans apart from other species is the frequency of 
mutually beneficial interactions in which we engage where one party pro-
vides a benefit to the other conditional on the recipient’s providing a ben-
efit in return (more on this in Chapter 5). Moreover, we engage in various 
forms of this kind of social exchange, from simultaneous to sequential, 
from explicit to implicit, and more. Simultaneous exchange of objects (as 
opposed to favors or help) based on an explicit agreement is more likely 
to occur between individuals who are socially distant. This is the type of 
exchange that economists study. Anthropologists, on the other hand, are 
more interested in the kind of exchange situations that are implicit and 
that lack immediacy.

Social exchange, as Cosmides and Tooby (2015) put it, is ubiquitously 
woven through the fabric of humanity, exists in all human cultures every-
where, and has been taking place since the time of our ancestors, for at 
least a few millions of years, while even earlier forms of social exchange 
probably existed before the hominid line split from the chimpanzees. This 
network of mutual obligations, whether giving of meat or aid, helped 
to sustain our ancestors. Such interactions, being an important and re-
current human activity over such a long time scale, have come to create 
special neural adaptations. Thus, what Adam Smith calls the “propensity 
to barter” would not have come about unless Homo sapiens had a set of 
neural networks specialized for social exchange, thereby enabling them 
to engage in the effective reciprocal relationships which characterized and 
sustained their foraging, small-band lifestyle. As Polanyi (1957) suggests 
in Great Transformation, we would be helped tremendously in our pursuit 
of explaining fundamental problems of economic and social history, such 
as the origin of fluctuating prices and the development of market trading, 
if we begin with non-financially motivated concepts of trade, money, and 
market. In other words, our ability to establish equivalencies, which must 
underlie any market exchange, has ancient roots.

Although our species has been bartering (and, later on, buying and sell-
ing) for a long time, this activity was a relatively insignificant detail in our 
social lives up until recent centuries. The previous economic systems (i.e., 
systems of production, distribution, etc.) that existed, as Polanyi argues, 
had to run on non-economic motives (e.g., group solidarity) to a large ex-
tent. Perhaps one of the most clear-cut examples of this phenomenon (one 
of many which Jared Diamond supplies in The World Until Yesterday) 
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is that some traditional societies that were otherwise self-sufficient often 
chose to acquire some objects by trade instead of by producing them for 
themselves in order to maintain their relationships with the neighboring 
tribes and to form political alliances (e.g., Momaribowei-teri villagers and 
the trade of pots). In other words, we as a species have long understood 
that, as Sahlins (2017) succinctly puts it, “If friends make gifts, gifts make 
friends” (p. 186). Some cultures even make it a point to exaggerate the 
friendliness of these exchanges. For instance, although Kung has very 
strong gift-exchange customs (that sometimes involve asking), to test each 
other’s resolve to stay on good terms, they deliberately delay reciprocat-
ing a gift so that the exchange would not look like trading. Even when the 
trade aimed for mutual gains driven by comparative advantages (e.g., sur-
plus), lacking a middleman, it often resembled a (reciprocal) gift exchange 
wherein the recipient was expected to provide a good of equal value in 
return sometime down the road (and very rarely simultaneously as is the 
case with the market exchange). In contrast to these relationship-based 
exchanges, most modern market exchanges feature users and buyers with 
little to no personal relationship beyond the current transaction. Yet the 
social roots of these interactions still influence behavior in such exchang-
es. In fact, I would like to convince you, social factors are much stronger 
than we used to think.

Instinctively social

We, Homo sapiens, have interacted with our brethren in various contexts 
with accelerated frequency owing to population growth and transition 
to a more settled lifestyle with the advent of agriculture. As a result, we 
have developed a specific set of social instincts that are indispensable 
for an effective and a sustained cooperation. As de Waal sums up in Our 
Inner Ape (2005), the origin stories, such as Ken Binmore’s (1994) game-
theoretic approach (e.g., Folk Theorem) to the evolution of social norms, 
that present humans as loners who grudgingly came together are ignorant 
of primate evolution. The use of infinitely played games as a metaphor 
for the evolution of human cooperation is problematic at best, because the 
(pre-social) “state of nature” they presuppose never existed. The explana-
tion provided for the natural emergence of social norms from a suppos-
edly a pre-social state has always struck me as deeply flawed. Although it 
helps to expand the domain of what constitutes the “rational” behavior,” 
game theory (if we leave out studies based on replicator dynamics) does 
not strike me as a plausible model for modeling the emergence of the basic 
pro-social attitudes.

When referring to human social interactions, the term “social instinct” 
is quite an apt descriptor, because our inclination to cooperate (and to 
punish opportunists) is supported and reinforced by our affective make-
up (e.g., anger felt in the face of unfair treatment) and cannot be explained 
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by our sophisticated cognitive faculties alone—that is, it is quite instinc-
tive behavior. (I will expand on this in Chapter 4.) Therefore, we should 
consider these social instincts, which underlie our cooperative ability, as 
a form of “competence without comprehension” (Dennett, 2018) that re-
flects the “intelligence of our unconscious” (Gigerenzer & Rossbach, 2008) 
(more on this in Chapter 3). Therefore, as Gintis (2006) points out, it is 
much more plausible to argue that human beings are emotionally con-
stituted to adopt prosocial and altruistic notions of reciprocity. In other 
words, cooperation puts us in a pleasant emotional state. Seabright (2011) 
offers a similar explanation in his quest to explain how a web of collabo-
ration among strangers could be compatible with our so-called stone-age 
brain: “Cooperation is shaped by our emotions as well as by our capacity 
to calculate, and understanding our emotions is as important for coopera-
tion as understanding our cognitive faculties” (p. 131). That fact that we 
feel anger when norms are violated (Fehr & Gachter, 2002) or when we are 
cheated in an economic exchange (Cohen and Dickens, 2002) is a perfect 
case in point.

Evolutionary psychologists like, Cosmides, Barret, and Tooby, building 
on the sociobiology revolution, were among the first to study these social 
instincts and were the first to forcefully argue for the existence of so called 
“social contract algorithms” (2010, 2015). Such algorithms are argued to be 
supported by a set of (probably designated) neural circuitry in the brain, 
and their emergence has a lot to do with our lifestyle in cooperative small 
groups and our long history as a species of social exchange:

the enduring presence of social exchange interactions among our 
ancestors has selected for cognitive mechanisms that are special-
ized for reasoning about social exchange. Just as a lock and key 
are designed to fit together to function, our claim is that the pro-
prietary procedures and conceptual elements of the social exchange 
reasoning specializations evolved to reflect the abstract, evolution-
arily recurring relationships present in social exchange interactions 
(Cosmides & Tooby, 2015, p. 626).

These algorithms can be best described as social reasoning instincts and 
can include such things, as gauging others’ desires, intentions, and mo-
tives, often effortlessly. We have many such specialized instincts to deal 
with various problems, and the absence of such instincts appears to cause 
serious social disadvantages. Consider the following scenario. A kinder-
gartener—let’s call her Julia—is presented with a few candy options to 
choose from, all laid out on the table before her. Her classmates are asked 
to guess which candy she is likely to choose. This is an elaborate mind-
reading exercise. Children with autism, who have difficulty mentalizing 
(i.e., guessing the thoughts and intentions of others), guess randomly as 
to which candy she’ll pick. They are unable to associate her gaze direction 
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with her intention. Others are able read Julia’s mind from her gaze and 
correctly guess that she is likely to choose the candy she is looking at. 
(For variations of this experiment, see Baron-Cohen et al., 1995). Evolu-
tionary psychologists believe that human social intelligence is made up 
of many such innate competencies, most of which are performed uncon-
sciously. I argue in the next chapter (and in this book, in general) that a 
significant chunk of these natural skills evolved to accommodate the de-
mands of our complex social life and constitute the basis for our ability to 
engage in impersonal exchange.

Evolutionary psychology also provides a plausible link between our 
evolved nature and the widespread existence of social norms. The con-
stellation of rules, norms, and institutions that we call culture has certain 
intelligence inherent in it, even though, in most cases, it is not a product of 
any individual’s deliberate design. Yet it is a product of the design—and 
needs—of its individuals. Cultures exist because their norms provide us 
with what Henrich (2015) refers to as protocols (i.e., pre-built solutions) 
that allow us to not have to approach every decision as though it were a 
brand-new experience. Neurally, these protocols come about as a result 
of the brain’s tendency to be efficient in the sense that it avoids spending 
more energy than necessary. Because our brains are able to process things 
unconsciously and simultaneously, we can go about our daily lives with-
out needing to engage in continuous monitoring and conscious control of 
our decisions (Smith, 2008). Thus, we come to learn and rely on protocols, 
such as cultural norms, freeing out cognitive energies for other important 
decisions, tasks, and activities. The world in which you have to figure out 
whether or not to hold the door for the next person each time you face this 
situation would be simply unmanageable and overwhelming! Because of 
how ingrained—and in the brain—these social protocols are, we need to 
consider their effect on interpersonal exchanges, even impersonal ones.

Oldest currency: reputation

Human sociality, however, has received scant attention as a primary 
driver of our species’ success, even though we have a very long history 
of social exchange and specialization. We care deeply about how we 
are perceived by others, and, as a result, are highly receptive to social 
influence and instruction, even though we can’t clearly appreciate the 
fitness benefits of such behavior—a trait which Herbert Simon (1990) 
called “docility.” Why has such a trait been positively selected? We can 
consider reputation, which spread initially via word-of-mouth, as the 
world’s oldest currency. While not tangible in the way other curren-
cies are, reputation is a currency in the sense that we are able to earn, 
accumulate, and spend it. Moreover, with the diffusion of human 
languages, reputation has become transferrable (as we expect from any 
currency), thereby allowing traits such as kindness and honesty, among 
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others, to play to a much larger audience than merely those who witness 
such actions (Pagel, 2013). Without this currency, there would have probably  
been no decentralized (i.e., bottom-up) and cost-efficient checks on viola-
tions of cultural norms. When reciprocal cooperation generates a net re-
turn for the parties involved, Ostrom argues, there will be an incentive to 
develop a reputation for keeping promises and performing actions with 
immediate costs but long-term net benefits:

Thus, trustworthy individuals who trust others with a reputation 
for being trustworthy (and try to avoid those who have a reputation 
for being untrustworthy) can engage in mutually productive social 
exchanges, even though they are dilemmas, so long as they can limit 
their interactions primarily to those with a reputation for keeping 
promises. A reputation for being trustworthy, or for using retribu-
tion against those who do not keep their agreements or keep up their 
fair share, becomes a valuable asset. In an evolutionary context, it 
increases fitness in an environment in which others use reciprocity 
norms. Similarly, developing trust in an environment in which oth-
ers are trustworthy is also an asset. (1998, p. 12).

Given the importance of this currency of reputation and all the inter-
personal and intercultural benefits it affords, human societies developed 
defenses against the disorderly conduct from within their own ranks as 
a means of protecting reputation. The first line of defense became gossip. 
It helped detect social deviants and maintain a dossier of information 
on individual members of the group. As Wilson puts it, gossip functions 
very much like an immune system, aiding the creation of a social en-
vironment in which genuine trustworthiness and altruism can thrive, 
precisely because the wolves of selfishness are being held at bay. Credit 
card reports, online ratings, and background checks are mere modern 
incarnations of the key social database once maintained by our collective 
memory.

Retaliation comes in where gossip fails, one of two additional mecha-
nisms that Bowles and Gintis (2012) argue have been key to the emer-
gence and the sustenance of communities as viable economic units. When 
agents engage in repeated interaction in small groups, they will have 
many incentives to build and protect their reputation for cooperative be-
havior. The incentive to act favorably toward one’s partners, they argue, 
will be reinforced by the fact that there might be opportunities for retali-
ation against opportunistic behavior later on. Perhaps, as the size of hu-
man groups expanded, the institutionalization of retaliation, or “a social 
of division of sanction” (Dubreuil, 2008), became a pre-requisite for the 
social integration at a larger scale. The second key mechanism is segmen-
tation effects. In the company of like-minded partners, pro-social traits 
are more likely to pay off and increase the frequency of such encounters 
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(the segmentation effect). Over time, such attitudes will be diffused and 
replicated as they prove to be successful.

In light of all this, reputation is not only a plausible, but a much more 
inclusive, explanation than kin selection (i.e., the family first mentality) for 
why we engage in the seemingly counterintuitive (from a natural selection 
standpoint) strong altruism—even with strangers in one-off interactions—
from which we do not stand to gain immediately. Reputation points earned 
through costly public displays of civic-mindedness could be redeemed for 
the trust and the cooperation of others, allowing us to go beyond the limits 
of kin-based partnerships.

We should also highlight another, and perhaps a more cynical, aspect of 
our ability to engage in beneficent actions toward non-kin, one with roots 
lying in cultural evolution, namely, that we are motivated to increase our 
cultural fitness. From this point of view, we are more likely to display altru-
ism toward our cultural associates (be it your neighbor or parents) and those 
who exhibit particular cultural markers (Allison, 1992). This bias perhaps 
stems from our ability to make “us vs. them” distinctions (which is often 
employed in the organizational setting, as I will discuss in the final chapter). 
The fact that even babies display favoritism based on even the most arbi-
trary markers (Hamlin et al., 2013) should tell us that this inclination comes 
to us naturally and must have been adaptive in the ancestral environment.

Lastly, although we share the same set of psychological adaptations as a 
species, there are significant individual variations in the way cooperative 
attitudes are distributed. For instance, in experiments examining proso-
cial behavior, participants can be grouped into three broad personality 
types based on their contribution levels: cooperators who contribute most 
of the time, reciprocators who contribute if others contribute, and free-
riders who contribute rarely, if at all. Kurzban and Houser (2005) found, as 
one would expect, that the composition of the group (its cooperativeness 
score) is a great predictor of the group’s total contribution at the final stage 
of a game. These results are interesting for two primary reasons. First, 
they indicate that, even when the cooperative types are in the majority, 
cooperative outcomes are not guaranteed. For instance, three reciproca-
tors produce a cooperative outcome when partnered with a cooperator, 
but will be less cooperative when partnered with a free rider. Secondly, 
and more importantly, cooperative groups earn substantially more. In the 
absence of external reinforcement, cooperative outcomes will be context-
dependent and fragile. However, repeated personal interactions, not sur-
prisingly, are more conducive for effective and sustained social exchange. 
Cooperation is key. Since today many of our interactions may not neces-
sarily be characterized as such, we must rely on a set of institutions (from 
federal mandates to online ratings) to alleviate the potential pitfalls of in-
frequent and impersonal exchange.

Homo sapiens have managed to create complex social contracts en-
abling them to engage in two unique kinds of cooperative behavior not 
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seen together elsewhere in nature: reciprocal altruism and strong altru-
ism. Such an extraordinary collaborative acumen requires a high level of 
psychological sophistication. I intend to investigate this in the following 
chapters by invoking a recent body of experimental evidence coming from 
social neuroscience—a field that has made significant contributions to our 
understanding of the economic functions of human sociality. After all, to 
understand how we operate in economic situations, we must understand 
how the brain is operating in us.



Why do gorillas need big brains? After all, their daily routine involves a 
repeated cycle of eating, sleeping, and playing—all done within a mile 
radius! Moreover, there is no sign that their big brain is being utilized 
to create any practical inventions, according to observations by Nick 
Humphrey during his field studies. Like a 2019 Ferrari Spider equipped 
with a 720-horsepower engine that will never get to 211 mph under the 
existing speed limits, gorillas certainly seem to be carrying around some 
excess brainpower.

Social brain theory

Upon closer inspection, the reason why the gorillas’ life in the forest seems 
so mundane to an outsider is primarily because, as Humphrey realized, 
the gorilla family, as a social unit, is very well adapted to this lifestyle. 
For instance, many practical skills are handed down from generation to 
generation. This is what we call social learning.

Moreover, each gorilla intimately knows each other gorilla and, more 
importantly, his/her place (e.g., grooming orders) in the community. These 
skills are key to creating and maintaining a stable group. Humphrey goes 
on to suggest that social intelligence has driven the biological success of 
great apes, humans included. Particularly, our ability to play the natural 
psychologist—which exists to a degree in other apes as well—alone de-
mands significant brainpower. Alternatively, consider the dynamic power 
maneuvers among the chimpanzees, the most extensive account of which 
has been provided by the primatologist de Waal. These power moves con-
sist of a mix of competitive and cooperative social tactics that are believed to 
have formed through a “Machiavellian arms races” (Whiten and de Waal, 
2017) wherein selection pressures led to a highly sophisticated level of so-
cial strategy that is observed only among our closet evolutionary cousins—
those also equipped with large brains. As an example, Pawlowski, Lowen, 
and Dunbar (1998) found that, among promiscuously mating primates, 
lower-ranked males have access to more mating opportunities the larger 
the species’ brain is.

2	 Why wouldn’t chimpanzees 
wear sunglasses while 
playing poker?
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Humphrey’s insight became popular and is known today as the So-
cial Brain Hypothesis, owing to R. I. M. Dunbar’s seminal and widely 
accepted work showing a strong connection between the level of social 
complexity among primates (particularly those of anthropoid varieties) 
and the ratio of the size of the neocortex to the rest of the body. Social com-
plexity is a vague term that can refer to various factors, such as the size 
of the grooming circle, rate of deception, etc. However, the most common 
measure of social complexity for primates is the size of the group to which 
they belong. A bigger group means more social connections to keep track 
of, which requires greater brainpower.

Dunbar’s research included another interesting finding: pair-bonded 
animals have larger brains, a finding that is particularly pronounced 
among birds. It is fairly easy to imagine the cognitive demands of living 
in a larger, more complex community, but what is so cognitively challeng-
ing about pair-bonded relationships? He cites two possible reasons, but 
points to the latter being more likely explanation: (1) the pressure to find 
the most reliable and fertile mate; and (2) the need to coordinate and syn-
chronize behavior on a daily basis. Among the pair bonded monogamists, 
the cognitive demands reflected in the need to coordinate one’s behavior 
with that of one’s mate in meeting nutritional needs, attending to their off-
spring, etc., were possibly the critical factor responsible for triggering the 
evolution of large brains in both birds and mammals. Moreover, the abil-
ity to sense a mate’s needs most likely required perspective-taking skills, a 
precursor to mentalizing (i.e., perceiving others’ thoughts and intentions, 
as discussed in the previous chapter). The added brain tissue required for 
such high-level skills consumes much more energy than the equivalent 
amount of skeletal muscle, so there must have been equivalent and advan-
tageous survival gains for natural selection to opt for such a larger brain. 
Our unique sociality, afforded by our large brain, seems to be worth it.

Socially sharp

Signs of the social intelligence of our species are everywhere, and there 
are countless studies in fields ranging from social psychology to neuro-
science that reliably capture our social intelligence at work. However, its 
daily exercise is cognitively impenetrable, to a larger extent. Consider the 
experiment conducted by Dunn and Seale (2010) in which they manipu-
lated “status” through the implementation of photographic images. Basi-
cally, they depicted male and female models seated either in a high status 
(Silver Bentley Continental GT) or neutral status (Red Ford Fiesta ST) car 
and asked participants of the opposite sex to rate these models in terms of 
attractiveness. They found that the male model was rated as significant-
ly more attractive by females, when he was in the high-status car, even 
though he was photographed in the same clothing and with the same fa-
cial expressions in both cars. However, the same status manipulation does 
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not seem to have any effects on the attractiveness ratings of the female 
model by the male participants.

Walter et al. (2005) conducted a somewhat complementary experiment, 
but only with male participants. They found that more attractive sports 
cars elicited stronger activations in several brain regions, including ar-
eas implicated in anticipating rewards, suggesting that the participants 
“wanted” the sport cars more. Why? As superficial as their reaction may 
appear, it is actually another sign of our mastery of recognizing relevant 
social cues. The question we need to ask, then, is this: why the sports cars 
represented as valuable in the mind of the male participants? The research-
ers propose that sports cars function as a signal of social dominance. As 
social relationships are very important part of the life of higher mammals 
(like us), we must have developed the appropriate skills to recognize sig-
nals related to social hierarchy and dominance. As a general rule, we seek 
more status, not less, and this is owing to the earlier motivational adapta-
tions generated by the processes of the Darwinian sexual selection aimed 
to further reproductive success.

Whether we like or not, our evolution has gifted us with a brain that is 
obsessed with our social relations and identifying socially relevant infor-
mation. We find making inferences about other people’s state of minds, for 
strategic or recreational reasons (e.g., gossiping or watching soap operas), 
to be simply irresistible. Adding grease to the fire, our biology has evolved 
to make such inferences much easier. For instance, concerning our ability to  
conceal our inner thoughts, we are at a great disadvantage (at least com-
pared to other primates) by having the most expressive eyes. This is why 
no primate would find it advantageous to wear sunglasses while playing 
poker, but a human poker player may opt to do so for strategic reasons 
(i.e., hiding a tell). If a chimp is looking in a direction other than the one in 
which their heads are pointing, we have a hard time discerning what they 
are looking at, as Tomasello (2007) pointed out. In comparison, we are like 
an open book, due to the fact that the whites of our eyes are several times 
larger than those of other primates. This has resulted in (or, perhaps, result-
ed from) the notion that, in humans, eye gaze has evolved as an essential 
cue to social attention that can be used to detect others’ focus of interest in 
the environment and infer their intentions (Lachat et al., 2012).

Even when we are at “rest” (i.e., not being cognitively occupied 
with anything in particular), our social brain still seems to be active. In 
these times of rest, our brain settles in to its rest mode, a process that is 
supported by what cognitive scientists call the default mode network. 
This the same network that is usually active in social cognition tasks, 
like attributing mental states to others (Mars et al., 2012), suggesting 
that “the brain’s baseline activity might reflect a mode of operation that 
is already tuned to interpreting and categorizing the world as social” 
(Adolphs, 2003, p. 174). Yet we also take this to the extreme and ascribe 
socialness to non-social things, such as how we attribute human-like 
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features to inanimate objects. Heider and Simmel (1944), in their classic 
experiment, had a group of 36 undergraduate students watch a movie of 
interacting shapes. When the participants were asked to comment on the 
personality of each shape, they recounted the episode in anthropomorphic 
terms. The shapes were described as having intentions and qualities, such 
as aggressive, timid, and brave, among others, that we generally reserve 
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for describing animate beings. The experiment put on full display our ten-
dency to engage in social thinking about natural phenomena, a process 
through which we infer and respond to the unobservable mental features 
of non-human agents as human-like. Our styles of thinking, which are 
primarily suited to social problem solving, color our cognitions and be-
haviors even toward the inanimate world. The metaphors that commenta-
tors use to explain daily patterns of stock prices, is another perfect case in 
point. For instance, Morris et al. (2007) found that, when stocks are consis-
tently trending upward, commentators tend to describe the price patterns 
with agent metaphors (e.g., “the NASDAQ climbed higher”), as though 
the price trajectories were volitional actions and internally driven behav-
iors of an animate entity. More interestingly, investment behavior appears 
to be sensitive to such characterizations. Apparently, we are wired to as-
sign meanings and intentions, even when it is clearly non-sensical to do so.

Our social intelligence is supported and maintained by a variety of 
competencies that come to us naturally and are performed effortlessly. For 
instance, we have a specialized innate and automatic attention to biologi-
cal motion (movement like that of living organisms). Specifically, the su-
perior temporal sulcus is argued to be responsible for detecting biological 
motion in our environment, a process that is integral to social perception 
(e.g., eye movements). Even newborns display a preference for biologi-
cal motion (Simion et al., 2001), suggesting that, even from birth, we are 
dialed in to socially relevant stimuli, whether visual, auditory, or other. 
Since it is highly critical for social interaction to know the emotional state 
of the other party, we must be good at reading other emotional cues, par-
ticularly, from facial expressions; thankfully, we are, as many experimen-
tal studies using eye-tracking technology have shown. Autistic individu-
als, however, appear to display diminished gaze fixation and show less 
than normal activation in the fusiform gyrus (Dalton et al., 2005), the brain 
region that plays important roles in object and face recognition, includ-
ing recognition of facial expressions. Eisenbarth and Alpers (2011) studied 
where we fixate our gaze first in decoding particular emotional expres-
sions, findings that the eyes and mouth appear to be key regions for carry-
ing emotion-specific information. We tend to assess someone’s happiness, 
they found, by initially fixating on their mouth, while we look more to 
the eyes to tell us about sadness, with anger lying somewhere in between.

Now, consider how we might measure the trustworthiness of a poten-
tial exchange partner—a skill that must come in handy when dealing with 
strangers in one-off economic transactions. In a recent study, Centorrino 
and his colleagues (2015) focused on our inherent tendency to associate 
genuine smiles with a trustworthy character. They not only found that 
we are more likely to trust those who are able to sport a more genuine 
smile, but also that we would, on average, be justified in doing so. Those 
who participated in this trust experiment sent more money to those whose 
smiles were rated as more genuine; those whose smiles were rated as 
more genuine sent more money back to the senders. Thus, the ability to 
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recognize a genuine smile and use the simple heuristic of assessing trust-
worthiness by the genuineness of the smile seems to have paid off for 
those who followed it—at least in this experiment. Although such experi-
ments do show our overt sensitivity to social cues, we should not be quick 
to generalize the findings of these experiments. Most importantly, I do not 
think believe we are a good judge of one’s moral character at a first pass. 
Relying on snap judgments in choosing a cooperation partners would not 
have been evolutionarily stable strategy as it would be vulnerable to those 
who can fake these gestures. That is, perhaps, why we need to rely on 
us-them distinctions based on arbitrary markers (e.g., clothing style). In 
other cases, we have to wait until our potential partners to prove that they 
are worthy of our trust or we outsource the trustworthiness ratings to the 
third-party institutions (e.g., gossiping, credit ratings, etc.).

Finally, there’s more to human communication than expressions and 
eye gaze. We are also highly verbal communicators, and it turns out that 
we are also capable of recognizing emotions from the intonation in speech. 
This skill draws on a set of various structures, some of which are also im-
plicated in the visual recognition of emotions: upon hearing the emotional 
stimulus, the brain simulates the physiological state associated with that 
emotion. As a result, the emotion is “felt” in the body. (For a more techni-
cal treatment, see Adolphs, Damasio, and Tranel, 2002).

Social exchange reasoning

Gigerenzer (2002) proposed that our ability to pick out such subtle social 
cues and act on them could be explained with the pre-existence of what 
he calls triggering algorithms. Upon being triggered, these algorithms ac-
tivate the necessary modules in the brain called for by the circumstances. 
Imagine we sense a movement in the dark. Our brain’s first reaction will 
be deciding if the object is animate or inanimate based on the motion pat-
terns. If the object appears to be self-propelled, the triggering algorithm 
will probably set us into a state of physiological and emotional arousal, 
followed by behavioral routines like stopping and preparing our body 
for a fast acceleration, etc., in case we need to flee from a dangerous crea-
ture. Similarly, in social situations, triggering algorithms help us decipher 
whether statements of the form, “If you x, then I’ll y,” ought to be per-
ceived as threats or as social contracts by activating, among other things, 
the emotions appropriate for the situation.

Take the following statements:

If you are going to be exposed to a loud sound, you must wear earplugs.
If you clean the dishes, you will be allowed to take a cookie from the jar.

These both are permission rules as well as logical conditional statements. 
The first statement is a precautionary rule while the latter is a more typical 



Why wouldn’t chimpanzees wear sunglasses while playing poker?  29

example of a social contract. Fiddick (2004) found that the presence of 
a benefit (which is the case with all social contracts) predicts inferences 
about emotional reactions people might have to seeing someone violate 
a permission rule (e.g., not taking the precaution, or taking the cookie 
without cleaning): social contract violations are thought to trigger anger, 
whereas precautionary violations are thought to trigger fear. Although 
both statements follow the same pattern of conditional logic, they seem to 
be processed differently and tend to evoke different emotional reactions. 
I will deal with emotions more thoroughly in Chapter 4.

Up until now, I have been trying—hopefully successfully—to show you 
that we, as humans, are very skilled at processing (often effortlessly) so-
cially relevant information, thanks to our long history as a species of social 
exchange. Our highly specialized brains are uniquely adapted to help us 
navigate social circumstances to help us have larger communities, more 
effective pair bonds, and recognize potentially trustworthy partners. In 
other words, our brains are highly effective in helping us foster positive 
social connections. But how is it at solving the problem of avoiding nega-
tive connections? Can it help us, for example, detect cheaters?”

What is a cheater? It is the party that violates the social contract by failing 
to reciprocate. Perhaps a contractor who does not deliver despite the fact 
that he has been paid is a perfect case in point. Given the ubiquity of the 
social norms that regulate our daily interactions, as a species, we have to 
be hard-wired to detect free-riding (or norm violations in general). In oth-
er words, as evolutionary game theorists would put it, our naiveté when 
it comes to identifying cheaters (i.e., those who fail to reciprocate) would 
not have been an evolutionarily stable strategy given the negative fitness 
consequences of possessing such a trait. As mentioned earlier, cheater de-
tection could be considered a sign of a cognitive specialization for social 
exchange rather than a special case of a context-independent overall in-
telligence. But can we ever prove that? A clever way to test whether we 
have such domain-specific cognitive specialization is to see if our brain 
processes conditional reasoning differently as the context changes from  
the domain of pure logic to that of a social setting. Since all social contracts 
are conditional (“If you satisfy x’s requirement, then you will be able to 
receive a benefit from x”), it fits the template of the Wason selection test, 
a common tool for investigating conditional reasoning (see Wason (1968) 
for more on this task).

Consider the following argument: if a person sleeps less than five hours, 
he will have red eyes the next morning. Your objective is to find a way to 
prove this statement false, but you must not use more information than 
absolutely necessary. You are provided with four two-sided cards, each 
of which represents one person. One side of the card tells you if the per-
son slept less than five hours; the other side, whether the person has red 
eyes. The four cards are shown below. In an attempt to disprove the above 
statement, which four cards do you flip over? Remember, do not use more 
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information than necessary (i.e., only turn over the minimum number of 
cards necessary; no shot gunning allowed).

1:	 Slept less than 5 hours
2:	 Slept more than 5 hours
3:	 Has red eyes
4:	 Does not have red eyes

Now consider the following argument: if a person borrows a friend’s car, 
she should return the car with the tank full.

Again, using the minimum amount of information, you must prove 
whether this rule has been violated—that is, whether someone has cheat-
ed). Again, you are provided with four cards, each one representing a sep-
arate case. One side tells you if the person has borrowed the car; the other 
side, whether the person filled up the tank. Which four cards do you flip 
to test whether the rule has been violated?

1:	 Borrowed the car
2:	 Did not borrow the car
3:	 Filled up the tank with gas
4:	 Did not fill up the tank with gas

The answer is the same in both problems: the first and the fourth card 
should be flipped. The success rate, however, varies drastically between 
these questions. Why is this the case? After all, they are logically identical 
in their construction. Cosmides and Tooby (2015) provide a compelling 
answer:

Does this result generalize to conditional rules that express a so-
cial contract? No. People, who ordinarily cannot detect violations 
of if-then rules, can do so easily and accurately when that violation 
represents cheating in a situation of social exchange. This pattern—
good violation detection for social contracts but not for descriptive 
rules—is dissociation in reasoning elicited by differences in the con-
ditional rule’s content. It provides (initial) evidence that the mind 
has reasoning procedures specialized for detecting cheaters (p. 596).

Cooperative mind

Without the elements of our social intelligence outlined so far, human co-
operation would have remained much more primitive. We show signs of 
the fairly elaborate skills required to recognize, engage in, and remain mu-
tually committed to joint activities as soon as we turn three (Gräfenhain et 
al., 2009). Tomasello and Carpenter (2007), in a series of remarkable exper-
iments done with children, observed that even one-year olds share goals 
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and plans while playing. Even more interestingly, they seem to enjoy col-
laborative activity more than the instrumental goal compared to primates 
that are much more goal-oriented. Such collaboration is a characteristic 
and important trait of us as a species.

There are many universal social behaviors that would indicate that 
we possess species-specific intelligence despite of their cultural varia-
tions. Consider our unique ability to coordinate our efforts and engage 
in joint efforts on a scale no other species has matched. Coordination re-
quires a set of rules, which could be abstract or more tangible. They also 
may be context-specific—that is, applicable only under special contexts. 
Fiske and Haslam (2005) proposed four fundamental principles (that can 
sometimes occur in combination) that guide our cooperation in various 
contexts: communal sharing (CS), authority ranking (AR), equality match-
ing (EM), and market pricing (MP). For instance, in completing a task, the 
group members could simply pitch in without being instructed what to 
do (CS); they could instead be given orders (AR); each one could take on 
equal amount of work (EM); or members could decide their amount of 
contribution contingent upon the understanding that their share will be 
commensurate with their contribution (MP). These same categories are 
also used for distributional justice considerations. We would expect any 
social rule guided by CS to be more sensitive to the differential needs of 
the individual group members. AR assigns to the person in a position of 
authority (e.g., elderly) a greater say in the distribution of resources. EM 
prescribes equal shares as morally justifiable. MP leaves the distribution 
to be determined by utilitarian principles of merit.

Depending on the context, a certain principle (or a set of them) becomes 
the operating norm others would be inappropriate for that particular set-
ting. For instance, nobody would suggest that a birthday cake be distrib-
uted based on merit. The specific implementation of these four universal 
principles highlights cultural distinctions, leading to unique patterns of 
cooperation. Consider arranged marriages, wherein the elders who hold 
the authority choose their children’s partners. This is common in some 
cultures but simply unthinkable in others in which marriages symbolize 
mutual affection. Similarly, Moose of Burkina Faso would not consider 
land as a commodity to be exchanged, even though land is valued for its 
investment properties in other cultures. We are continually reminded of 
the existence of these categories when they collide in the struggle to as-
sign monetary value to items acquired outside a market transaction, such 
as a wedding ring. We even engage in mental accounting to separate these 
realms, for instance, by treating $10 gained as a windfall differently than 
$10 received from the grandma for our birthday.

These principles, capable of generating micro-scale social orders in vari-
ous realms (e.g., family, tribe, etc.), can be scaled up. When we examine 
the evolution of human societies, as outlined by Johnson and Earle (2006) 
and Polanyi (2001), we can identify periods where each specific mode of 
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cooperation was dominant, from the more communitarian and reciprocal 
organization of the hunter-gatherers to the more hierarchical organization 
of chiefdoms. From this point of view, the market system emerges as a 
form of economic integration with its own supporting set of institutions.

The rest of this book will further address these “soft skills” that are in-
nate to human psychology and draw on many common physiological 
resources in the human body. There are five such skills, without which, 
I believe, the market exchange would not have reached the prominent 
position it has today: (1) feeling, communicating, and recognizing positive 
and negative social emotions (e.g., shame); (2) having finely-tuned recip-
rocal behavioral algorithms (e.g., trust); (3) being able to mentalize (e.g., 
empathy); (4) being able to exercise self-control (e.g., override the tempta-
tion associated with immediate gratification); and (5) having the potential 
to imitate and conform. Before engaging in a closer inspection of the bio-
logical origins of such skills, I would like to highlight the inadequacy of 
the way in which human motivation has been treated in economics. I will 
draw on the most recent scientific evidence and evolutionary theorizing 
to suggest a general and more plausible model that will inform the subse-
quent chapters.



Part II

Economizing brain
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Jeremy Bentham once said, “A thing is said to promote the interest, or to 
be for the interest, of an individual, when it tends to add to the sum total 
of his pleasures: or, what comes to the same thing, to diminish the sum 
total of his pains” (2018, p. 2). Although succinct, I believe this statement 
describes human motivation fairly well. We seek things that are pleasur-
able and avoid things that are painful, whether consciously or not. One 
could even argue that it’s, to a degree, self-evident; nonetheless, I would 
like to present a much more nuanced version.

Benthamite utilitarianism—the above view that things hold value inas-
much as they increase pleasure or diminish pain—has constituted the core 
of mainstream economic theories of human motivation and the official 
ethical stance in economic policy discussions—a stance disguised behind 
a veil of common sense. Economists have been generally served well by 
adopting Bentham’s conception of the governing dynamics behind what 
we do; however, economic applications of Bentham’s initial insights have 
been far too narrow to be considered a comprehensive theory of human 
motivation. Take Gregory Mankiw’s widely read textbook, Principles 
of Economics (2015). The book opens with a list of the ten principles in 
economics, one of which is the following: “People respond to incentives1.” 
Again, this seems self-evident. Or is it? Upon closer inspection, the prin-
ciple strikes me as one without much substance; basically, it is equiva-
lent to saying, to borrow a line from the PhD comedian Yoram Bauman, 
“People are motivated by motives.” No other market exchange behavior 
reflects the complexity of human motivation as effectively as does tipping 
behavior at restaurants. A typical economic explanation, along the people-
respond-to-incentives approach, would be that the tip is a response to the 
service performance or quality in frequented establishments. However, 
this explanation barely scratches the surface. Avoidance of guilt, gaining 
social approval, obtaining status, and treating others equitably are among 
the possible (and perhaps more dominant) motivations behind this com-
plex behavior (Lynn, 2015).

3	 Cognitively lazy
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Arrow (1986) once said, “But as far as individual behavior is concerned, 
any coherent theory of reactions to the stimuli appropriate in an economic 
context (prices in the simplest case) could in principle lead to a theory of 
the economy” (p. 386). He was right, in principle. A theory, for instance, 
that predicts that we buy more of an item as it gets cheaper (all else re-
maining the same) is indeed a good theory. However, the same theory hits 
a wall when prices are reduced to zero dollars, making them free. This 
happens because the theory fails to consider the conditions under which 
social norms become dominant in guiding behavior such that the typi-
cal cost-benefit analysis (i.e., maximize pleasure per dollar spent) simply 
fades away (Ariely, Gneezy, & Ernan, 2018).

A theory that explains human economic decisions as being based on a 
rational calculation of costs and benefits may sound intuitive—or at least 
enticing—because we would like to believe that we are in full control of 
our own decisions; however, such a theory would be helpless in explain-
ing why positively or negatively worded messages, although communi-
cating similar information, may be perceived differently from one another. 
For instance, in order to discourage visitors not to take petrified wood 
from a national park, a group of researchers found that the most effec-
tive communication strategy is to notify the visitors that theft is “strong-
ly disapproved,” whereas a sign that simply communicates that theft is 
“regrettably frequent” is not only ineffective but also counter-productive 
(Cialdini et al., 2006). Such experiments are not mere word games. On the 
contrary, they cleverly demonstrate the complexity of human motivation 
and its susceptibility to various subtle influences most likely processed 
by context-specific emotional systems and by our selective attention to 
particular social cues in the environment.

Rationality revisited, the nth time

I feel that there is enough said about the inadequacy of the treatment of 
human behavior in economics. I will not dwell on this subject extensive-
ly except referring you to a few notable criticisms from within the field. 
For instance, Vernon Smith has delivered one of the strongest intellectual 
critiques from within the field of constructivist rationality, which has been 
the official behavioral theory in economics. He argued that our brains 
are built to conserve attentional, conceptual, and symbolic thought re-
sources because these resources are not abundant. Therefore, our brains 
delegate most decision-making to autonomic processes, including affect 
and emotive responses that operate without our conscious attention. This 
economizing property of the brain is our strength, not our weakness, 
as one may be tempted to assume. The brain’s power to “automatize” 
(Camerer, Loewenstein, and Prelec, 2004) is responsible for our mastery 
in tasks that seem daunting at first, such driving. With enough prac-
tice, our economizing brain gradually succeeds in reducing its demand  



Cognitively lazy  37

on cognitive effort—a resource that is extremely scarce and extremely 
precious.

Similarly, Herbert Simon (1955) much earlier warned us about the 
misguided belief that economists tend to hold about our computational 
capacities and the “severe demands” they impose on the decision-makers. 
He went on to suggest that we, as boundedly rational individuals, often 
insert simplifications into our model of the world in complex choice situa-
tions, such as pricing our house. Simon was certainly onto something. Our 
species must be smart enough to adapt, within its biological limitations, 
to the informational complexities present in our environment. Our econo-
mizing brain appears to be very well suited for this goal. We naturally 
develop rules of thumb, and they are effective when followed in the ap-
propriate setting, even in spite of their apparent ignorance and simplicity. 
Gigerenzer and Goldstein (1996) offered one of the most brilliant demon-
strations that substantiates Simon’s position. They found that the “Take 
The Best” (a form of satisficing) algorithm, which relies on a single most-
discriminating cue (e.g., name recognition) rather than integrating all the 
existing cues, draws as many—if not more—correct inferences about un-
known features of a real-world environment as any of the more rational, 
integration algorithms. In other words, our brain is capable of turning its 
computational shortcomings into major strengths.

A brain that is on autopilot until it is not

Airbus tends to rely more heavily on automation, giving the com-
puter control unless the pilot overrides it. Boeing favors letting the 
human make the final decision with automated systems guiding and 
assisting, but not dictating. (Jack Stewart, 2017)

The automatic versus reflective distinction has found its most elaborate 
treatment in Daniel Kahneman’s (2013) recent book, Thinking Fast and 
Thinking Slow. System 1, the term he uses to describe the automatic sys-
tem in the brain, is the repository of various rules of thumb (or heuris-
tics, as they are often called in behavioral economics) and guides much 
of our daily behavior. In fact, these psychological biases that behavioral 
economics has devoted itself to studying, are at the core of the systematic 
errors we make and are driven by a mismatch between our modern en-
vironment and the environment in which System 1 evolved and to which 
it is adapted (most likely a hunter-gatherer lifestyle in the Pleistocene). 
Dan Sperber’s (1985) distinction between dispositions and susceptibilities 
offers a very useful vocabulary to make sense of this mismatch. We can 
think of dispositions as adaptive in the environment in which they were 
originally developed, such as our sweet tooth: although we are disposed 
to eat sweet food, which, because of its high caloric content and easy di-
gestibility, was an important commodity to our ancestors, in our modern 
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environment, where sugar can be artificially and easily produced and con-
sumed, this disposition results in a susceptibility to over-consumption of 
sugar at the expense of our long-term health. Many of our ancient disposi-
tions, needless to say, tend to become susceptibilities today. What makes 
Thaler and Sunstein’s “nudges” a highly effective behavioral intervention 
is the fact that they bypass System 2 and directly target tendencies within 
the automatic brain and, as a result, manipulates behavior unconsciously, 
thereby bypassing conscious thinking, which is, as we all know so well, 
quite effortful.

In economics, a similar distinction between automatic and controlled 
processes is offered by Camerer, Loewenstein, and Prelec (2005) in a semi-
nal piece that sought to bring economics into conversation with neuro-
science, launching a new field: neuroeconomics. Automatic processes, by 
definition, are performed effortlessly and are not accessible to conscious-
ness while they are operating. They are the default mode of our brain’s 
operation and may be interrupted when, for instance, something novel 
pops up in the environment. This understanding is analogous to Airbus’ 
approach to automation in planes. Or, for a more relatable example, imag-
ine you find out that the road you take to work every day is closed for 
traffic. When you take notice, thanks to emotional feedback (e.g., a startle 
sensation), you consider alternative routes and evaluate them in terms of 
distance and other important factors. Bravo! Your brain just successfully 
switched to its controlled mode.

Camerer et al. make another interesting observation as to the interaction 
between the automatic and controlled processes: when we are guided by 
our automatic system (e.g., procrastinating), we feel a powerful drive to 
make sense of our own behavior even though we do not have conscious 
access to the processes driving them. As a result, we attribute behavior to 
our deliberative (i.e., conscious) decision processes and construct narra-
tives to that explain our behaviors. Apparently, Homo sapiens is more of a 
rationalizing animal than a rational one (Lo, 2017).

Neuroscientifically, we more or less can trace automatic and controlled 
processes to the brain regions where they originate. For instance, the 
amygdala, buried below the cortex, is responsible for automatic affec-
tive responses such as fear. On the other hand, the orbital and pre-frontal 
cortex are in command of the controlled processes that we engage in de-
liberately. Therefore, it is a fitting description that we sometimes call the 
pre-frontal cortex (where the System 2 resides) the “executive brain:” it 
receives inputs from various regions, integrates them, and translates them 
into goals to be executed.

This dual-process model creates an image of the brain that consists of 
a hierarchical organization wherein System 1 recommends and System 2 
adopts (or vetoes). This means, as Andrew Lo explains, that when it comes 
to guiding our actions, one component of the brain can override another 
under certain specialized conditions. For instance, our swiftly instinctive 
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fear reactions via the amygdala—the “quick and dirty route,” as LeDoux 
(1996) calls it—can dominate the higher brain functions of the prefrontal 
cortex under sufficiently threatening circumstances. Imagine you hear a 
loud noise that sounds like a gunshot. While your executive brain is prob-
ably trying to keep you calm by telling you that it was just an exhaust 
backfire, your amygdala guides you to duck and look for cover quickly. 
Despite its simplicity (or perhaps because of it), this model is quite useful.

A series of evidence from the field of affective neuroscience, led by 
Panksepp’s experiments with various mammalian species, suggests 
some form of hierarchical organization between the subcortical regions, 
where the primary affects such as anger are instantiated, and the cortex, 
which works to inhibit and/or regulate emotions (Liotti & Panksepp, 
2004). Activation in the anterior insula in reaction to unfair offers in ulti-
matum games is a good predictor of rejection rates (Sanfey et al., 2003); 
however, when that activation is accompanied by activation in the dorso-
lateral prefrontal cortex (an area implicated in goal maintenance and ex-
ecutive control), the negative emotions associated with the unfair offers 
seem to be modified and rejection rates are reduced (Miller and Cohen, 
2001). One plausible interpretation is that a higher cognitive effort may 
be required to overcome the strong emotional tendency to reject low of-
fers in order to accomplish the overall goal of gaining as much as possible 
(Kenning and Plassmann, 2005). (More on cognitive control is discussed 
in Chapter 7.)

“Affect” heuristic: “If it feels good, it must be good.”

The automatic system goes by many different—and appropriately 
descriptive—names, such as gut feelings (Gigerenzer) and folk intuitions 
(Steven Pinker). It motivates an array of behavioral responses effortlessly 
through a set of processes, many of which may not reach the threshold of 
awareness. It draws on various brain regions, nervous systems through-
out the body, neurotransmitters, the endocrine system, etc., and serves 
many specialized purposes. These gut feelings originate, as expected, in 
the evolutionarily older sections of the brain, are shared by other animals, 
and are successful at singling out simple but relevant cues in our environ-
ment. A tacit (i.e., non-learned) skill of this system, one that we count on 
in our social relations, would be our inner intuitive economist. We have 
the natural ability to engage in reciprocal exchange thanks to our intui-
tive favor-accounting ability—the basis of many of our spontaneously 
emerged institutions codified effectively by the phrase in Hammurabi’s 
code, “An eye for an eye, and a tooth for a tooth."

The reason why the automatic system is associated with gut feelings 
or intuitions is no accident. First of all, there is indeed a robust interac-
tion between the enteric nervous system (i.e., nerves of the gut) and the 
central nervous system (i.e., brain and spinal cord). More importantly, the 
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automatic system owes its efficiency to what Slovic and his colleagues 
(2007) aptly call the “affect heuristics.” Simply put, affect helps us rate 
emotional stimuli using a binary coding system for how it makes us feel: 
good or bad. This evaluation of the valence of the emotions is always very 
quick, but may not always be conscious. Affect, this way, has a direct and 
primary role in motivating behavior. When we face an event of emotional 
significance, our brain naturally searches for the emotion associated with 
that event. Depending on the activated feelings, either pleasant or un-
pleasant, we engage in or avoid an action based on whether it will repro-
duce that feeling (pleasant) or reduce it (unpleasant). Because the affective 
system is pleasure-pain oriented, it processes the stimuli rapidly and is 
not burdened by logical justification. Instead, it follows the simple rule, 
“if it feels good, it must be good.”

One of the major misconceptions about the role of affect and emotions 
is that they are always opposed to logic, resulting in the commonly held 
emotion versus reason dichotomy. Admittedly, this distinction may have 
some neural basis. It is also true the brain has some properties of a hierar-
chal organization. However, a much more plausible approach, one that is 
also in line with recent experimental evidence that will be discussed more 
extensively in the next chapter, would be the following: it is unlikely that 
we can employ any rational thinking at all without at least some guid-
ance from affect somewhere along the line. Thus, it is not too farfetched 
to assume that our ability to experience feelings that are linked to bio-
logical regulation must have been prerequisite for developing effective 
reasoning faculties. Most of our “thoughts” take the form of rough im-
ages and narratives that originate in the affective system (Damasio, 2017). 
These images are tagged with positive or negative feelings of varying 
degrees. These readily available affective impressions provide us with 
many mental short-cuts and help us economize the cognitive resources 
that are scarce.

In the absence of affect, we probably would feel as though we are 
getting bombarded with mountains of stimuli that have little to no infor-
mation value. This is evident in situations where the stimuli do not lend 
themselves to any meaningful affective representation. For instance, we 
find it rather difficult to determine our willingness of pay for an item if it 
is relatively novel and presented to us in isolation with no other options 
to which it can be compared. Imagine two separate groups of individuals 
are asked to evaluate the following options independently:

Dictionary A Dictionary B

Year of publication: 1993 1993

Number of entries: 10,000 20,000

Any defects? No, it’s like new. Yes, the cover’s torn 
Otherwise it’s like new.
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When these options are evaluated in isolation, Dictionary A was rated 
much more highly, even though it is clearly inferior with regards to the 
more important attribute (i.e., number of entries); however, when both 
options are present, the preferences are reversed (Hsee, 1996). Apparently, 
certain types of attributes are much more difficult to evaluate indepen-
dently than others. The value of the number of entries cannot be mapped 
into an affective impression easily, yet the condition of the cover can. That 
is, we are not sure if the 10,000 entries are good, but the torn cover is 
certainly bad.

Although the automatic system is the primary form of reasoning for 
humans, social behavior, as indicated above, is most likely the co-product 
of these two systems and how they work together. This enables our social 
behavior to be quick and effective yet retain its flexibility and context-
dependent nature (Bohl & van den Bos, 2012). For instance, the mirror 
system that enables us to simulate somebody else’s action (e.g., he is count-
ing the money I just gave him) is supported by a set of low-level automatic 
processes, while the theory of mind that enables us to guess other people’s 
intentions (e.g., he must not be trusting me) is supported higher-level re-
flective processes. Both of these systems, and the underlying processes then 
enable them, help us predict behavior and facilitate social interactions.

Homeostasis-driven preferences: upgrading to Bentham 2.0

When a bear took a dip in a swimming pool in an LA neighborhood 
on a scorching afternoon in July 2018, an information officer from US 
Department of Fish and Wildlife described the incident in the following 
terms: “This is not […] an aggressive bear. We believe the bear was seeking 
relief from the heat.” How was she able to empathize with the bear? After 
all, swimming pools are not among the cultural inventions of the bear for 
cooling off. Yet we can easily put ourselves in the bear’s shoes because 
we share many of the same biological needs, including homeostatic ther-
moregulation (i.e., keeping our body temperature within a comfortable 
range conducive for normal functioning). The bear’s instinct to regulate 
his body temperature became newsworthy when a homeostatic imbalance 
led him to act in ways that were deemed unconventional. The public re-
action would have been the same, I guess, if you were caught scratching 
your back by aggressively rubbing it against a tree at a crowded park. 
We invented back scratchers for a reason.

One of the clearest manifestations of the automatic system is homeosta-
sis, our ability to continuously maintain various physiological variables 
within a range of values conducive for survival—even for flourishing. 
Automated homeostatic control is mostly reliable and extremely effi-
cient. Homeostatic processes pertaining to the body’s internal environ-
ment, such as how dehydration causes the kidneys to slow down their 
operation, may not produce any observable behavioral reactions. Other 
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homeostatic imperatives can motivate various behavioral reactions, either 
through non-conscious affective states or, if the disruption of homeosta-
sis is significant, using the feelings as an interface (e.g., covering your-
self with blanket when shivering and feeling ill in order to improve your 
body’s immune response by keeping body temperature high). This is the 
realm where we also observe cultural variations.

Damasio and Damasio (2016) provides the most compelling case when 
it comes to articulating the centrality of homeostasis to human motivation 
that is behind many of our (economic and other) actions. I rely on his ac-
count through most of this book, whether directly or indirectly. Feelings, 
he argues, communicate information to our minds as to whether the cur-
rent state of our body is generally conducive to continued health—or, 
again, even flourishing. If I were to offer one possible reformulation of 
Benthamite utilitarianism, it would take the following form: pleasure and 
pain are feelings that originate in homeostatic mechanisms whose primary 
function is to detect departures from an ideal range (i.e., in the self’s best 
interest). They also constitute the motivation to restore the equilibrium 
(Camerer, Loewenstein, & Prelec, 2004).

Our ability to correctly interpret the content, intensity, and valence of 
our feelings is, therefore, key to deliberately reacting in ways compat-
ible with this homeostatic imperative. Take the feeling of hunger driven 
by a drop in the level of circulating blood glucose. It motivates a search 
behavior for possible energy sources. Fat and sugar are immediately 
pleasurable as they are effective in meeting this goal of securing energy. 
Translating this into econspeak, we have developed biological preferenc-
es for fats and sugars because they promise high utility. Thus, the con-
scious feelings originating from homeostatic imbalances provide us with 
a menu of options to choose from to eliminate these imbalances. It may 
be the change in blood sugar level that triggers hunger, but we are the 
ones who decide to alleviate it by reaching for the doughnut. This adapt-
ability, needless to say, comes at a cost: some of options may prove to be 
maladaptive, as in the case of obesity, resulting from overconsumption of 
sugary treats.

We crave fatty and sweet foodstuffs for another intriguing reason: they 
are easy to digest. There is a strong signaling mechanism from the gut to 
the brain, via our nervous system, that provides this input—again with-
out our awareness. But this signaling is not limited to the nervous system. 
Animal research increasingly points to a connection to the microbiome (the 
body’s microbial community). For instance, Sgritta et al. (2019) and his col-
leagues found that ASD-related social dysfunction in mice might be able 
to be improved with injection of a bacteria species knows as Lactobacil-
lus reuteri. In a recent study, Nguyen and her colleges (2018) investigated 
whether the composition of bacteria in our gut might correlate with the 
existence of some psychiatric disorders. Among others, they found that 
Proteobacteria levels were lower in subjects with schizophrenia compared 
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to normal controls. It is too early to tell whether or not our body’s mi-
crobiome composition could be connected any specific set of behavioral 
dispositions/pathologies as their primary cause, but it is a compelling 
explanatory avenue to pursue.

A model that explains human motivation in terms of our body’s physi-
ological desire to keep functioning normally and avoid harm is extremely 
useful. Once understood along these lines, the term “preferences” takes 
on a more substantive meaning. First and foremost, this framework 
highlights the transitory nature of our preferences: when our core body 
temperature is too high, anything that lowers it (e.g., turning on the fan) 
would feel good, but might stop feeling good once we are at a comfort-
able temperature. This means that, in many cases, preferences depend on 
the body’s internal state, which provides information signals that initiate 
actions aimed at achieving a tolerable balance. Many of these actions are 
executed without us even being aware of them. Or, if we do happen to be 
aware, we give very little thought to them.

Our psychology has adapted to survive in widely diverse terrestrial 
environments, all of which have one thing in common: the presence of our 
conspecifics (i.e., other people). So, it is natural to expect that an absence 
of the social contact necessary for normal functioning (i.e., proximity) 
would generate physiological responses in our body similar to other ho-
meostatic imbalances. This, in turn, would activate the “seeking” system 
(in the sense Panksepp uses the term) that helps us get to much-needed 
social resources. This desire is driven by the design of the human brain, 
which assumes that it operates within a relatively predictable social net-
work characterized by familiarity, joint attention, shared goals, and mu-
tual dependence. These conditions make up, as Beckes and Coan (2011) 
call it, our brain’s social baseline, which, as with other homeostatic base-
lines, we are motivated to maintain. They argue that our inherent desire 
to form social relations is reflective of our brain’s energy-efficient nature: 
individuals, when they deal with their environmental challenges alone 
(e.g., sustaining vigilance for potential threats), are forced to engage in 
effortful executive functions (i.e., prefrontal activity) that can quickly de-
plete the finite cognitive resources. When we are exposed to a cue that 
signals possible threats, Coan et al. (2006) found, our brain’s response is 
significantly reduced if we are in the company of a trusted partner as op-
posed to facing the same situation alone. One plausible explanation for 
this result is that socially mediated forms of emotion regulation (having a 
partner present) simply reduce the need for any affective response. Thus, 
maintaining a social baseline tends to conserve not only the gas, but the 
brake as well, Beckes and Coan argued. That is, social proximity helps 
save neural (and, perhaps, peripheral physiological) resources. Our in-
stinctive desire to maintain a social baseline makes the world much more 
manageable for ourselves and frees up the much-needed resources for 
higher-level thinking.
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In the next chapter, I will articulate the role of emotions behind our 
social intelligence, building on the view of affect presented in this chapter 
and showing that emotions are our biggest guardians. They not only serve 
self-preservational goals, but also help us maintain effective cooperation.

Note

1	 His show is available at the following link: https://youtu.be/VVp8UGjECt4.



Herbert Simon: “In order to have anything like a complete theory of 
human rationality, we have to understand what role emotion plays 
in it” (1983, p. 29).

What are emotions? Why do we have or need them? I argue here that 
the role of emotions is similar to a theory in the sense that all observa-
tions are theory-driven. Empirical observations will not sort themselves 
out or organize themselves into meaningful patterns without help from 
some theoretical goggles. While I am sitting in a coffee shop writing these 
words, my ears are awash with various auditory stimuli, nearly all of 
which my brain ignores, as they do not communicate any valuable in-
formation. This would have changed, I suppose, if I suddenly heard a 
loud bang. Similarly, our emotions help us filter out unimportant environ-
mental stimuli—a mechanism without which we would be overwhelmed. 
That is, emotions limit the range of information that we (or any organ-
isms) will consider (Gordon & de Sousa, 1991). Furthermore, not counting 
isolated, contrived settings like solving math problems, environmental 
stimuli become intelligible to us only to the extent that our brain/body 
can translate them into emotional signals. In this sense, it is useful to treat 
emotions as internally-generated information signals that help focus our 
attention to specific parameters or aspects of the stimuli; without this fo-
cus, we would be paralyzed. Therefore, emotions constitute the core of 
our intelligence as species:

By restricting the range of options considered (reducing the load 
on short and long-term memory), by focusing on certain variables 
(certain stimuli receive higher ranking order), and by initiating and 
terminating the evaluation process (working as a satisficing mecha-
nism), emotions supplement the insufficiencies of reason (Hanoch, 
2002, p. 7).

When the leading economic journals occasionally publish pieces on the 
role of emotions in decision making, emotions are usually treated (with 

4	 Emotionally smart
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Loewenstein being a major exception) as mal-adaptations that constrain 
optimal decisions (see Cohen, 2005, for a typical treatment of emotions in 
economics). Another way in which emotions feature in economic analyses 
is as non-pecuniary costs (to be avoided) or benefits (to be sought). For 
instance, we may choose to cross the street (a costly behavior) to avoid 
coming face to face with a beggar whose visible misery would induce 
the unpleasant feeling of guilt and thereby subtract from our pleasure. 
The only relevant aspect of the emotions in this case becomes their va-
lence—their ability to generate subjective pleasure and pain (Elster, 1998). 
By ignoring the evolutionarily adaptive function of emotions, economists 
effectively ignore what makes us ecologically rational—a pre-requisite to 
our survival as a species.

Although environmental circumstances have changed, cognition is still 
as expensive in terms of the resources it needs, such as time and energy, 
as it was 500,000 years ago. So, it is not surprising that the neocortex, pres-
sured to economize, would distribute many routine but vital functions, 
such as attention, to the processes that operate beneath the surface of 
awareness. By design, we must solve many routine problems by relying 
on the intelligence embodied in our emotions that are programmed to re-
store and sustain homeostasis. Moreover, the trade-off between speed and 
accuracy, discussed earlier in reference to the automatic system, is also 
true for emotions. Although a rational decision (e.g., calculating probabili-
ties, etc.) might eventually bring about the best outcome, emotions are in-
strumental for finding good-enough solutions very quickly. They do so by 
singling-out the most relevant cue in the environment, which in turn ac-
tivates the emotional mechanism, leading to the appropriate reaction. As 
LeDoux (1996) exemplified perfectly, if you were a meek prey faced with 
a vicious predator, if you chose to evaluate the likelihood of each possible 
choice leading to success or failure, you would end up getting so bogged 
down in decision making that you would be eaten before you made the 
choice. Thus, fatal paralysis is the likely outcome of extensive deliberation. 
Therefore, at the most basic level, emotional responses help us make deci-
sions in situations in which procrastination does not serve our interests.

Motivation

As a field devoted to the study of human behavior, economics has surpris-
ingly little to say about motivation beyond that “we prefer more to less.” 
This is less surprising, however, when you consider that economics lacks 
the vocabulary to deal with the complexity of motivation. If motivation 
refers to the forces that cause any organism to initiate and persist in cer-
tain behaviors, but not others, we can see that, without emotions, there 
is simply no motivation. As Shackle (1972) points out, on its own, our 
calculating brain has no force. Pure reason, on its own, is not capable of 
animating us or initiating purposeful behavior.
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As I mentioned earlier, the tendency to underestimate the centrality of 
visceral factors to our functioning is partly fueled by the fact that we have 
conscious access to only some of our emotional experiences. Furthermore, 
the fact that we, as rationalizing1 animals, can exercise introspection leads 
us to exaggerate the significance of higher-order cognitive processes in 
our behavior (Loewenstein, 2000). A reliable body of the current experi-
mental evidence highlights how common and reliable this over-attribu-
tion problem is.

The most convincing pieces of evidence for the centrality of emotions 
come from the experiments Damasio conducted earlier in his career with 
emotionally-impaired individuals (due to trauma, etc.) whose other men-
tal faculties remained generally intact. One element that seems to be com-
mon for such individuals was that their lives were falling apart. Even 
though they performed well on any test measuring their intelligence and 
critical thinking abilities, outside the lab they were prone to repeatedly 
make bad decisions. At other times, they found themselves in a state of 
paralysis where they could not decide at all. Their inability to feel emo-
tions had diminished their capacity for reasoning—a process whereby we 
identify alternatives, imagine outcomes, and determine which alternative 
is most likely to yield the best outcome.

Emotions help us set our priorities among competing motivated behav-
iors by providing us with quick estimates of likely consequences of each 
behavioral option by assigning them pleasure/pain values. While vetting 
each possible behavioral strategy by simulating it in our minds, each option 
evokes a particular emotional response or a gut feeling that Damasio calls 
a somatic marker. We can model this process as an if-then search. Consider 
the following scenario. Imagine that you are contemplating whether you 
should get dessert after a meal. You first mentally simulate the pleasure 
you’d derive from satisfying your sweet tooth. Then you remember that 
you have been trying to be calorie conscious and that ran 3 miles earlier to 
burn 300 calories. Getting dessert effectively wipes out those entire hard-
earned calorie points. You would feel regret and guilt and would experi-
ence all the bodily reactions that go along with those emotions. Depending 
on the strength of each emotion being evoked, you would land on a deci-
sion. Ideally, the search ends once you find the behavioral option with 
the most pleasing (or the least painful) projected emotional outcome. If 
self-control is strength of yours, you are likely to imagine more if-then sce-
narios (rather than stop at the first) as Bernard et al. (2005) pointed out. 
The stronger the willpower, the more skilled one becomes at assessing the 
relative strengths of the emotional responses associated with each option. 
Thus, emotions serve as a form of valuation system that helps to prevent 
the type of decision paralysis Damasio’s subjects experienced.

Regret and disappointment are two distinctive emotions that are of par-
ticular interest to economists, since they are directly tied to the decisions 
we make (Zeelenberg & Pieters, 2007). Although they are similar, these 
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two emotions tend to motivate different reactions. Regret is the product 
of counterfactual reasoning and can lead to self-criticism, which in turn 
motivates a desire to undo the event associated with the emotion. Dis-
appointment, on the other hand, may simply generate a sense of pow-
erlessness without necessarily motivating us to engage in any particular 
action. Given that the primary function of our emotion system is generate 
the motivation to engage in goal-directed behavior, since these emotions 
serve different primary motivational functions, it is expected that they 
would lead to different behavioral outcomes. Take a consumer who has a 
negative experience with a service provider (e.g., a cable guy who never 
showed up); her reaction will be determined by the nature of her emo-
tions she felt as a result of this interaction. If she feels disappointment, 
she may choose to talk to her friends and seek comfort about the experi-
ence. If, on the other hand, she feels regret, it might lead her to re-evaluate 
her commitment to the service provider (assuming that there are poten-
tial alternatives), because regret assigns the responsibility for the nega-
tive outcome to ourselves (therefore, she would feel responsible for taking 
action to change the circumstances).

But this is not mere conjecture about our cognitive processes; there is 
neuroanatomical evidence supporting the workings of regret. Because re-
gret generates an unpleasant feeling, we are motivated to minimize the 
frequency with which we experience it. Experiencing regret tends to in-
crease the degree to which we anticipate regret, which, in turn, changes 
the choice-related activity in our brain: enhanced activity in the right dor-
solateral prefrontal (DLPFC), right lateral OFC, and inferior parietal lob-
ule (Coricelli et al., 2005). The fact that the amount of activity observed in 
the lateral OFC is clearly tied to the level of regret—which corresponded 
to the difference between the result of the choice made and that of the al-
ternative outcome—indicates the decisions that might result in regret are 
evaluated differently than disappointment.

In sum, emotions are effective tools for guiding and motivating our de-
cisions and behaviors, helping to save us from decision paralysis. As such, 
they would have provided a fitness benefit to our ancestors, one that car-
ries over into today’s day and age.

Motives

We use the term motive to refer to the desires that grab our attention and 
move us to engage in action. In this sense, motives are closely linked to 
motivation. Our repertoire of motives must have served adaptive purpos-
es and have grown over time as our group size and brain size (in particu-
lar, the neocortex) expanded. The adaptive function of motives is most 
evident in reflexive behaviors, such as seeking safety (e.g., recoiling) that 
are rooted in the older structures of in the brain, namely the brain stem 
and diencephalon.
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Some of our motives, however, are evolutionarily more recent. These 
motives tend to be domain-sensitive, become activate under the particular 
social domains for which they were designed. (See Bernard et al., 2005, for 
a complete set of hierarchical motives.) For instance, the decision to self-
sacrifice on a battlefield (one of the strongest forms of altruism) may not 
emanate from the same set of motives as status-signaling (e.g., conspicu-
ous garments) to attract mates does. Self-sacrifice for non-kin2 draws on 
motives that would not exist if we lacked the memetic motives that allow 
us to create a sense of abstract group membership—that is, a cultural kin-
ship. Status-signaling, on the other hand, is common among most species, 
although it has reached its most elaborate manifestation with humans. 
Because they are unique and triggered by different domains, motives 
could oppose one another in certain circumstances and align in others, 
interacting to affect our decisions. It is possible that economic choices we 
make originate simultaneously from a diverse set of motives relevant to 
different social configurations. For instance, a new gadget (e.g., iPhone X) 
may serve our curiosity while helping us communicate social status and 
build cooperative alliances via social media.

Some of our more evolutionarily recent motives are geared toward 
expanding our cooperation and mutually beneficial interactions beyond 
the confines of our family. Although affection is the basis for maintain-
ing dyadic relationships and caring for young, its capacity for building 
cooperative alliances has some limits. Altruistic motives and conscience 
support the extensive cooperative outcomes in growingly complex social 
environments. Such motives, like all motives, become intelligible (and 
then actionable, leading to subsequent motivated behavior) through the 
core affects (Russell, 2003) they are able generate—the qualitative states 
felt as good or bad. Rephrasing Bentham’s wisdom (again), it is plausi-
ble, as a general principle, to think that we seek experiences associated 
with positively valenced emotions (e.g., care) and avoid those evoking 
negatively valenced emotions (e.g., guilt). That said, this valence-based 
approach would come up short in predicting actual behavior (i.e., when 
multiple options are present, and not just the contrived laboratory situa-
tions with binary-choice scenarios) where acting on the emotion-specific 
concern is the rule. Instead, I argue for an approach to the behavioral con-
sequences of emotions that largely overlaps the feeling-is-for-doing ap-
proach offered by Zeelenberg and Pieter (2006), which is more pragmatic 
in its orientation: “… specific emotions, because of the specific meaning 
they convey to the decision maker, may help us better understand the 
goals and motivations of the decision maker ….” (p. 128).

I take a particular interest in social emotions (e.g., guilt and shame) 
here, as they are integral to scaling up human cooperation. Moreover, not 
only do we need to be able to experience these emotions, but need to be 
able to recognize them in others for them to be useful information signals. 
The existence of so-called “emotional contagion” (i.e., our ability to catch 



50  Economizing brain

emotions from others) attests to how sensitive and in tune we are with the 
emoting faces, gestures, postures, etc., surrounding us (Goleman, 2005). 
For instance, altruistic behavior relies on our enhanced sensitivity to the 
fear and vulnerability of others. Our species owes its ability to engage in 
sophisticated forms of social exchange to its ability to feel (and, to a cer-
tain extent, manipulate) social emotions.

Social feelings

One might expect emotions (or “passions” as enlightenment scholars 
used to call them) to promote anti-social behavior, as they are sensitive to 
the immediacy of the reward or pain. After all, social relations need to be 
nurtured and are not very tolerant of the opportunistic temptations some 
emotions provide. Furthermore, primary key function of social norms is 
to inhibit spontaneous, emotion-driven action tendencies (e.g., a more 
subdued reaction to a fearsome stimulus). However, in spite of this, our 
sociality is deeply emotional. Our social intelligence (or rationality, in the 
ecological sense) is supported by a set of very strong emotional predis-
positions called social emotions. As DeSteno et al. (2010) put it, “If the 
ability to act cooperatively in economic exchange, and thereby build trust, 
is socially adaptive, then it would make sense that specific emotional re-
sponses exist to foster it” (p. 289). Thus, it is expected that specific affec-
tive states would underlie many forms of economic exchange.

Since we are emotive beings, social exchange inevitably has integral af-
fective components, without which it would not have its elaborate form 
that we observe today. For cooperative social groups to develop at all—
and, even more, to remain cohesive—those who participate in the social 
exchange must, above all else, associate the group itself (independent of 
the specific individuals populating it) with some positive feelings. And 
they do. The frequency of exchange tends to correlate positively with feel-
ings, which in turn lead to cohesion, which promotes commitment.

Lawler and his colleagues (2008) found that in a productive exchange 
arrangement—one which involves a jointly-produced collective good 
from which participating individuals benefit, such as a co-authorship re-
lation or a business partnership—strong positive emotions are more likely 
to be attributed to the social units (rather than to participants themselves) 
compared to other exchange arrangements like reciprocal trades. This 
outcome is expected given the greater interdependence and the higher 
sense of shared responsibility in such relationships. As a result, compared 
to different exchange arrangements, those who engage in productive ex-
change feel a greater degree of group solidarity and report the greatest 
attachment to their group or network. When agents share and jointly pur-
sue goals, which is the case here, it is more likely that they adopt a “we” 
(or collectively intentional) mode of cooperation that is supported by a 
unique motivational state (Tuomela, 2007).



Emotionally smart  51

Guardians of self-preservation and the collective survival 
enterprise

Up until now, I have primarily articulated the connection between emo-
tions and motivation from an evolutionary perspective. In this section, 
building on the principles laid out so far in this chapter, I have two specific 
points to make regarding the adaptive function of social emotions.

(1)	 Social emotions motivate cooperative behavior while protecting the 
individual against exploitation in communal life; and

(2)	 The extensive market system would not have been achieved if the co-
operation was not perceived as valuable (or rewarding) independent of 
its instrumental uses.

One of the most useful demonstrations of the emotive make up our brain 
is the behavioral pattern of generalized reciprocity. It is a complicated 
form of social behavior, as the object of the cooperative behavior is usu-
ally a complete stranger. For instance, when manipulated to feel grateful, 
DeSteno and his colleagues (2010) found that we have the tendency to 
pay the favor forward by acting more cooperatively toward strangers in 
one-off instances, even when the decision is made in complete privacy 
(i.e., there is no perceived threat of retaliation). However, generalized 
reciprocity also has a darker side: the negative emotions associated with 
unfair treatments could influence our subsequent decision. The study 
conducted by Strang and her colleagues (2016) reached the conclusion 
that generalized negative reciprocity may result from a process similar to 
the primate behavior called “displaced aggression” (de Waal, 2006) that 
involves multiple hierarchical layers of whipping boys. The participants 
who feel they received less than their fair share in a dictator game tended 
to be much less generous to strangers in subsequent rounds where they 
were in the position of power. Even more interestingly, when the unfairly 
treated participants were given the chance to vent their feelings by re-
sponding the to the malevolent dictator in writing, they acted much less 
pettily in the next round.

You may consider generalized reciprocity a trivial component of our 
behavioral repertoire. Yes, your boss yelled at you, and then you yelled 
at your subordinate, and so on. So what? This is merely indicative of the 
lingering effects of the emotions, subsequently turning into moods and 
coloring your appraisal of future events, as is predicted by the appraisal-
tendency theory (Lerner & Keltner, 2000). But how about reciprocal altru-
ism, which is, in essence, a form of enlightened self-interest that finds its 
most advanced expression in the market exchange? Shouldn’t it be the 
realm of cool-headed calculations? (I’ll tackle this question in depth in 
the next chapter.) The evidence shows that, without the psychological 
evolution of emotions such as guilt, shame, or anger, we would be prone 
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to succumbing to the temptation of short-term opportunism or of being 
exposed to unfair treatment even in the domain of mutually beneficial 
trade.

The capacity of the human brain to feel shame, for instance, has been 
used to develop sophisticated means of inflicting shame on group mem-
bers (e.g., public nakedness) who misbehave and transgress against their 
neighbors and friends (Wettlaufer, 2012). Elster’s (1998) treatment of 
shame, although not informed by any evolutionary framework, captures 
the role of social emotions rather effectively. One of the most significant 
triggers for feeling shame is the threat of social ostracism. Materials sanc-
tions, such as discontinuing trading with a party, as a punishment for 
norm violations, would be effective, but not for the reasons economists 
typically put forward. They are effective to the extent that they are seen 
as vehicles of the emotion of content (or disgust)—a point captured by 
Hirschman (1985):

Economists often propose to deal with unethical or antisocial 
behavior by raising the cost of that behavior rather than proclaiming 
standards and imposing prohibitions and sanctions. […] principal 
purpose of publicly proclaimed laws and regulations is to stigma-
tize antisocial behavior and thereby to influence citizens’ values and 
behavior codes (p. 10).

Interestingly, refraining from trading with someone on account of norm 
violations has consequences not only for the violating party, but also for 
the party imposing the sanction. Both parties rely on such economic ex-
changes, but if the offense is significant, the offended party (the one im-
posing the sanction), may be willing to forgo the benefits of that exchange 
in order to punish the offender, and the higher the cost the sanctioner is 
willing to incur, the more strongly it communicates a feeling of contempt: 
“the costs to the sanctioner are what makes the sanction really painful to 
the target. It tells him that others see him as so bad that they are willing to 
forego valuable opportunities rather than have to deal with him” (Elster, 
1998, p. 67). Therefore, policies that successfully evoke shame would 
potentially yield greater compliance with the rules. For example, Coricelli 
and his colleagues (2010) found that the risk of public exposure of decep-
tion may have a greater change of reducing the likelihood of tax evasion 
than monetary penalties.

Our evolutionary development of emotions, like feeling anger when 
mistreated, was a prerequisite for our development social relationships 
that are durable over the long-term. Therefore, emotions motivated—and 
continue to motivate—the type of behavioral responses that are ecologi-
cally rational: they either encourage us to engage in cooperative relation-
ships or protect us after having entered one. Lacking an emotional reaction 
to, say, an injustice done to you, is equivalent to lacking the situationally 
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appropriate reflexes to duck when somebody swings a fist at you. There-
fore, as Pagel (2012) points out, our sense of fairness serves like a police 
force and watches out for our interest. In this sense, simply returning a 
favor or repaying betrayal with revenge (a.k.a., tit-for-tat strategy), should 
come naturally to us and was most likely the winning strategy (i.e., the 
most effective) in our social interactions in the past. Anger seems to have 
a similar function. The emotional state of being angry is involuntarily  
triggered if we are feeling cheated in a social exchange (e.g., wage cuts); 
its primary purpose is help us feel a negative utility that could be allevi-
ated when we punish the suspected cheater. Therefore, it is not necessar-
ily a weakness, as we commonly assume, but a strength. As Cohen and 
Dickens (2002) sum up perfectly, “The ability to experience anger becomes 
functional […] since it communicates a commitment to punish even in 
circumstances where punishment is ‘suboptimal,’ and thus facilitates 
cooperation.”

Robert Axelrod and William Hamilton’s well-known contest/experiment 
(1981) seems to have lent some credibility to this line of reasoning. Evident-
ly, the tit-for-tat strategy proved to be the best one (in terms of payoff) in a 
repeated Prisoners’ Dilemma game. This outcome, as we see it, highlights 
two behavioral tendencies in humans that are particularly noteworthy for 
the purposes of this book: (1) the motivation to punish the non-conformist 
is strong, and (2) there is a cooperative bias as individuals try signaling their 
cooperative intentions (by cooperating in the first game or after getting pe-
nalized) despite the risk of taking a short-term personal loss.

Cooperation feels good

Recent neuro-scientific evidence has further bolstered our convictions that 
these tendencies are most likely hardwired, and, even more, shows that 
mutual cooperation in social exchanges has its own reward beyond the 
monetary gains associated with it. For instance, there is activation in the 
ventral striatum (the reward/pleasure area of the brain) after a mutually 
cooperative outcome in Prisoner’s Dilemma games, but only when the 
subject is paired with a human partner (as opposed to a computer), even 
when controlling for monetary gain (Rilling et al., 2002).

The recent experimental evidence with the ultimatum game (where one 
party receives a sum of money and offers some of it to their partner) sup-
ports the notion that rejection of an offer (which results in no payoff for ei-
ther party) functions as a signal back to the proposer; after all, it is the only 
viable social communication mechanism available in these impersonal 
experimental settings. In one such study, Xiang, Lohrenz, and Montague 
(2013) found that anterior insula activation predicted the probability of 
rejecting unfair offers (i.e., offers that fell short of what the receivers ex-
pected). Considering the proposed role of the anterior insula in disgust, 
generating awareness and subjective feelings, and responding to norm 
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violations in social exchange situations, among other things, a felt need to 
punish unfair behavior is the most plausible explanation for people’s ac-
tions in this game. Xiao and Houser (2005), in a cleverly modified version 
of the same experiment, tested whether people can modify their retalia-
tory motivation to punish large deviations from egalitarian distribution 
by being allowed to express their feelings before acting. They found that 
the recipients are less likely to use costly punishment, and instead accept 
unfair outcomes, if they have a less expensive alternative mechanism to 
express negative emotions toward the proposers. This supports the notion 
that rejection functions as a signal to the proposer, one that expresses how 
the recipient perceives and feels about the offer.

In this light, the rejection of an unfair offer can be seen as a form of 
altruistic punishment: the punished party does not stand to gain from the 
punishment in a one-time game, though the punishment will likely ben-
efit the community overall, as it may teach the punished party to play 
more fairly. This altruistic punishment is commonplace and hardwired. 
Fehr and Gächter (2002) demonstrated that in public good games, when 
given the opportunity, there is a strong tendency on the part of the above-
average contributors to punish—at their own expense, mind you, as all 
interactions are one-off—those who contribute less than the average. They 
trace the source of altruistic punishment to negative emotions such as an-
ger and annoyance associated with free riding behavior, as revealed by the 
interviews done with the punishers afterwards. Moreover, the motivation 
to punish uncooperative (anti-social) behavior appears to be stronger than 
the propensity to reward pro-social behavior, a finding attributed to a cor-
responding asymmetry in emotional intensity, wherein emotions are more 
intense when one is treated unfavorably (Offerman, 2002).

Aversion to market

From all of this evidence, I hope it is by now clear that market exchange 
is not a realm of cool-headed calculations of potential pleasure and pain 
units—for most of us, anyway. It is a realm of social interactions with real 
emotional consequences. It is completely natural for us to be suspicious of 
our potential trade partners because, naturally, we have a strong aversion 
to getting deceived, exploited, or treated unfairly. What is at stake is much 
more than potential utility losses that we can simply write off in order to 
move on with our lives. Emotional consequences of economic exchange 
are much more substantial and widespread. This idea was captured very 
well by the following observation made by McFadden (2006) in his presi-
dential address at the 117th meeting of American Economic Association: 
“trade is part of the way that humans as social animals define and defend 
themselves, a process that is both cognitive and visceral.” When markets 
do not work well, they are potential sources of frustration and grief, as are 
many of our social relations.
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Another strong motivator that might feed our fear of the market is our 
aversion to the strong emotional disutility associated with betrayal that 
goes beyond the financial loss. Betrayal aversion is a strong emotion that 
probably evolved to keep reciprocation rates high. That said, the institu-
tional backdrop becomes one of the chief determinants of whether our de-
sire to engage in economic exchange outweighs the emotional resistance 
to see our trust get betrayed. Imagine you are playing a trust game where 
you (the investor) are given $10 and two options: you can either split it 
with your partner (the trustee), with each party getting $5—a safe return. 
Alternatively, you can invest your money with the trustee such that you 
triple the $10, but with a caveat: there is no guarantee that you would earn 
more than $5, as it is solely in the trustee’s control how to divvy up the re-
turn. Would you trust? Would others? It depends. A group of people who 
participated in this experiment were more willing to entrust their money 
to their partner if they were shielded from the knowledge of whether they 
have been betrayed (Aimone and Houser, 2013). Furthermore, the betray-
al aversion proved to be so strong that the participants in the trust game 
tended to be much more comfortable to delegate the post-investment al-
locations to a computer rather than another person, even though the base-
line betrayal probabilities were the same in each case.

This particular reaction should not be surprising and tells us about the 
selective significance we assign to the difference between intentional and 
unintentional behavior. For instance, if we are harmed by, say, being given 
wrong directions unintentionally, we would be much more forgiving than 
if we were deliberately misled. When Aimone, Houser, and Weber (2014) 
investigated the brain activity while the participants made their choices, 
there appeared to be variations in the insula depending on whether the 
investor was playing a person or the computer. Activation was greatest 
when trusting another person, less when trusting the computer, and least 
when playing safe. Considering the role of the insula in generating aware-
ness social exchange situations, this outcome should not be surprising.

Notes

1	 Rationalizing may also, as Elster (1998) suggested, be a strategy to ease the pain 
associated with moral emotions such as guilt, say, after you stole something.

2	 Self-sacrifice for the kin constitutes, in my opinion, a different motive as it fits 
nicely with the kin selection theory.
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Believe or not, we hiccup because of our “inner fish.” Hiccups are caused 
by a misfiring of ancient nerve wiring—a reflex that helped keep water 
off our ancestor’s lungs (Shubin, 2009). Since the evolution of our species 
has been painfully slow, some of our evolutionary adaptations (and mal-
adaptations) are shared across many species and not unique to us. Reci-
procity must be one of these shared traits—and one that emerged early 
in evolution, since we seem to share the tit-for-tat behavioral code with 
other animals, even with fish (Milinski, Kulling, & Kettler, 1990). Perhaps 
an even stronger argument for the innateness of reciprocity is that there 
are abundant examples of cross-species reciprocity, such as is observed 
between meerkats and drongos in Africa (see Flower, 2011, for more).

Concerning reciprocity in humans, we observe that many of our pro-
social attitudes, like reciprocity and parent-infant bonding, became part of 
our ancestor’s routine behavioral repertoire when our mammalian brain 
and the associated changes in neuroendocrine physiology emerged. As 
Wilson (2006) argues, “the parent-infant bond that blends self-preservation 
genetic kinship circuitry with affectional circuitry in a reciprocal social re-
lationship is, in fact, the foundation for extended social reciprocity.” There 
is a possibility that the neuropeptide modulation underlying mother- 
infant bonds and pair bonds may have been re-tooled for reciprocity 
(Berra, 2014).

Emotional bookkeeping, gift-giving, and market exchange

I find gift giving a fascinatingly sophisticated ritual. Apart from the 
economic activity it generates, it reveals so much about human sociality. I 
often find myself researching the prices of the gifts my older daughter has 
received on her birthday so that when it is time for her to return the favor, 
the gift she gives back would be comparable in value and would match 
the original in other attributes like considerateness. If this particular ex-
perience is not relatable, I am confident you have offered at some point 
to pick up the bill to return the favor to a friend who paid for your meal 
the last time around. This is the reciprocal brain at its finest: each favor/

5	 Reciprocal brain
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gift (i.e., a reciprocal imbalance) generates a (literal) tension that remains 
unsolved until it is approximately returned (Cory, 1999). This is as true 
for impersonal exchange as it is relevant for friendship. You would be 
unsatisfied if you perceived your relationship with a close friend to be un-
balanced in either direction. You might even feel resentful if your requests 
were not granted, or overwhelmed or taken advantage of if you feel that 
you are being asked to do too much.

The relative ease with which we seem to be able to keep a mental tally of 
the approximate balance of favors that we have with one another should 
be considered a strong sign that our brain has special adaptations for this 
type of social accounting. Metaphorically speaking, this module is prob-
ably organized like “T”-accounts, with liabilities and assets on either side, 
and supports complicated calculations, like the value of a favor (which is a 
function of the cost to the donor, the benefit to the recipient, and the degree  
of kinship). Maintaining such a balance is important, because the percep-
tion of equity in relationships has primarily evolved to provide protec-
tion against exploitation. If accounting is overly imprecise, there will be 
considerable opportunities for cheating. Social emotions such as guilt and 
resentment are thought to be effective in helping us detect (and act on) 
such asymmetries (Silk, 2003). Dickhaut et al. (2010) even argued that the 
modern accounting principles are simply an institutional embodiment of 
how our brain evolved to evaluate social exchange.

Given the brain’s tendency to conserve cognitive resources and the 
demand that the record-keeping of favors would place on memory, the 
reciprocal balance in dyadic relationships most likely is maintained by 
a system of “emotional bookkeeping.” The form on which reciprocity 
takes among the primates (e.g., in coalition formation) lends strong cred-
ibility to this position. Among chimpanzees, de Waal (1989) observed a 
turn-taking rule in the exchange of social favors, which seems to have 
developed to prevent lopsided accumulation of benefits. In particular, 
primates tend to groom preferentially those that groom them more of-
ten—an example of an “in-kind” reciprocation, which appears to be the 
most robust form of reciprocity observed among our evolutionary closest 
cousins. The temporal decoupling of benefits (e.g., grooming received) 
and costs (grooming given) among the primates is striking given that 
primates have a limited understanding of future events. Jaeggi et al. 
(2013) proposed that long-term contingency is proximately regulated by 
a so-called “relationship score” that is computed through a tally of past 
interactions, thereby reducing the weight of single events. How would 
natural selection choose a behavioral strategy (asynchronous exchange 
of favors) that is apparently so susceptible to exploitation? If they (i.e., 
non-human primates) are not cognitively sophisticated enough to plan 
their social interactions for future gains, what is the basis for primates’ 
delayed reciprocity, which is fairly common, if one is patient enough to 
look for it?
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Schino and Aureli (2009) provide a rather daring, but highly plausible, 
answer, one that has important implications for humans as well. Instead 
of episodic memory (which is limited), they emphasize that the simple 
formation of an emotional bond may be responsible for reciprocity for 
longer time frames:

[R]eciprocity and partner choice could be maintained by a system of 
emotionally based bookkeeping that allows the long-term tracking 
of reciprocal exchanges with multiple partners without causing an 
excessive cognitive load (p. 59).

Emotions are the probable mechanism that facilitates bookkeeping of  
social interactions not only for non-human primates, but for us, too. Even 
more importantly, as Schino and Aureli (2009) argued, emotions are in-
strumental in helping convert qualitatively different favors (exchanging 
grooming for social support later) into a more comparable form. Consider 
a situation where Jane receives a traditionally gender-specific gift—an eye-
lash extender—from her brother Joe. You may recognize that reciprocating 
such a gift is rather more complicated than reciprocating a $20 gift card, 
because, obviously, reciprocating in kind is not a viable option. Jane must 
calculate the emotional value of the gift she received and return a gift that 
“feels” qualitatively similar. This is no simple cognitive exercise.

The exercise of choosing exchange partners is most likely guided by 
emotions as well. As a function of past encounters, I argue, we may have 
been primed to engage with certain individuals with a more sympathetic 
mindset. Eimontaite et al. (2013) simulated the impact of such priming 
(artificially induced in this case) on our tendency to cooperate with a fic-
tional partner. When participants were manipulated to feel sympathetic, 
they were much more cooperative. So, it is plausible to expect that the 
exchange of services triggers partner-specific emotional variations and 
that our behavioral decisions are susceptible to the emotional states as-
sociated with each potential partner, which, perhaps, provide us with a 
(cognitively inexpensive) rule of thumb for the accounting of favors. The 
stronger the emotional bond, the more tolerable the gap between favors 
and counter-favors would be. Feeling obligated to engage in immediate 
reciprocity (either by returning or requesting a favor) signals—as is the 
case with market exchange—a greater social distance. It is not surprising 
that a request for immediate reciprocity would elicit stronger feelings of 
betrayal among mates and close friends than it would among partners 
whose alliance is merely goal-oriented (Shackelford & Buss, 1996).

Reciprocity in the market

Generalized reciprocity refers to exchange relationships in which there is 
no calculation of value or immediate repayment of the goods or services. 
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This form is common among close kin, and friends, to a lesser degree. So, 
reciprocal relationships take on a more generalized (i.e., altruistic) tone 
and have clear inclusive fitness benefits for the donor when they are di-
rected to the kin. In these cases, some imbalance in exchange relationships 
is tolerated. Hames (1987), in a seminal piece, reported that among the 
Ye’kwana Indians, the mean relatedness of a household to the village was 
a reliable predictor of how much unreciprocated gardening help they re-
ceive from other households: the more related the household, the more 
help they receive, as their gene pool is more representative of the whole 
village. Another interesting finding of the study is that the households 
that are the least representative of the common gene pool tend to expect 
less reciprocity, as is evident by their decision to make larger-than-average 
gardens to hedge their crops against failure.

Reciprocal exchange also helps build larger alliances with distant kin, or 
even non-kin. For instance, the practice of giving moka, which is common 
across the New Guinea tribes, appears to be motivated by prestige-related 
considerations on the part of the big man who tirelessly work to facilitate 
it. (See the documentary “Ongka’s Big Moka” for a truly vivid demonstra-
tion.) However, at a closer inspection, the practice of giving moka serves a 
larger role. It also aims to create a reciprocal imbalance and put the receiv-
ing tribe in as much debt as possible (measured in pigs for the Kawelka 
tribe) so that they would not engage in warfare against the donor tribe.

Based on these findings, it is safe to argue that a well-functioning 
marketplace, where goods instead of gifts are exchanged, originates in our 
inherent psychological tendency to reciprocate favors. In this sense, market 
exchange is a variation on gift-giving with one fundamental difference: it does 
not necessarily have the building of social bonds as its primary objective—
which is the underlying motive for gift giving, as explained above.

Each commodity or a marketable service embodies a level of effort, labor, 
and creativity. The buyer must respond to this offering with a return gift 
of equal value, usually in the form of money that represents the value of 
the accumulated time, effort, work, and creativity of the buyer. In short, 
the market exchange follows what Cory (1999) refers to as the “reciprocal 
algorithms of behavior,” but with one distinction: the subjective experience 
associated with receiving gifts has to a large extent been lost and, I would 
like to add, may be transferred to the pleasantness of the (social) interaction 
itself (e.g., cheerful bartender)—resulting in a form of transference. Playful-
ness, interestingly, is a trait we tend to value in a trade partner. PLAY, one of 
the primary emotional systems that Panksepp (1998) identified, motivates 
joyful engagement and has a critical role in a variety of pro-social opera-
tions of the human mind. In some cases, playfulness may elicit trust and at-
tachment much more effectively than a more guarded attitude (Watt, 2017).

But these automatic emotional responses to reciprocal gestures are open 
to manipulation in market exchanges. A salesperson's empathetic behav-
ior toward the customer when she takes the time and lists all the appealing 
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qualities of, say, a water filtration system, tends to create, as intended, an 
inevitable tension in the customer: a sense of obligation to buy, ideally, 
proportional to the effort expended. Similarly, uninvited favors, such as 
the use of free samples in supermarkets, are likely to motivate feelings of 
indebtedness creating the obligation on the part of many people to repay 
the psychological debt (Fehr & Gächter, 2000).

Reciprocity underlies marketing strategies as well. Consider the inter-
action between physicians and the representatives of the pharmaceutical 
industry. Pharmaceutical companies’ marketing efforts geared toward 
healthcare professionals accounted for most of their promotional spend-
ing, standing at a staggering $20.3 billion in 2016 alone (Schwartz & 
Woloshin, 2019). It would be naive, at best, to expect that the industry 
would invest huge sums of money in an activity if it did not anticipate re-
ceiving something worthwhile in return. Anecdotal evidence shows that 
the physicians felt insulted when asked if their decisions are susceptible to 
this type of marketing1. But researchers (e.g., Harvey et al., 2010) are con-
vinced that even very mild favors clearly matter and have a subtle—and 
sometimes glaring—impact on our judgments.

Neural basis of value and establishing equivalencies

Reciprocal exchange and cooperation with distant (or non-) kin, which 
approximates the tit-for-tat strategy (Sahlins, 2017), is the behavioral form 
with which I am more concerned in this book. In order to be adaptive 
to extend social exchange to strangers, our brain must be equipped with 
some innate competencies, four of which I would like to touch upon here:

(1)	 a mechanism whereby we can establish equivalencies;
(2)	 a reliable error-detection mechanism for deviations from the expected 

outcomes;
(3)	 the ability to infer other people’s mental states; and
(4)	 and self-control.

To assess what is more or less valuable to us, we should have a system 
whereby we measure value. It is not surprising that determinants of 
(exchange) value piqued the curiosity of almost every economist since 
Smith. This is probably because nearly every dyadic reciprocal relationship 
where the genetic relatedness is low must assume some common under-
standing of the relative values of whatever is being exchanged (e.g., favors, 
merchandise, etc.), either simultaneously or subsequently. Although not 
the first scholar to take a crack at it, Adam Smith (2003) once proposed:

The proportion between the quantities of labour necessary for 
acquiring different objects seems to be the only circumstance which 
can afford any rule for exchanging them for one another. If among 
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a nation of hunters, for example, it usually costs twice the labour to 
kill a beaver which it does to kill a deer, one beaver should naturally 
exchange for or be worth two deer. It is natural that what is usu-
ally the produce of two days' or two hours' labour, should be worth 
double of what is usually the produce of one day's or one hour's 
labour (p. 67).

The proposed principle for establishing (fair) exchange rates came to be 
known as the labor (or the objective) theory of value—elaborated and 
perfected by David Ricardo and Karl Marx later on. So, it is not surpris-
ing that, of all pro-social behaviors, reciprocal exchange may be the most 
intuitive for modern economists to recognize, since it forms the basis 
for our desire to engage in mutually beneficial trade, which econom-
ics exclusively studies today. Even unrelated selfish individuals, as the 
American evolutionary biologist Trivers (1971) demonstrated, would 
help each other out if there were a strong probability the aid would be 
paid back in the future.

However, our brain does not seem capable of computing how much 
value to assign to anything in isolation. There does not appear to be any 
convincing neuroscientific evidence for the existence of a common neu-
ral currency—or, as Ariely (2010) calls it, an internal value meter—that is 
used to independently value stimuli across a variety of contexts (Vlaev 
et al., 2011). Instead, given that even subjective sensory experiences (e.g., 
color) are biased by the surrounding details, it is much more reasonable to 
expect that value-based judgments are similarly context-dependent and 
rely on somewhat arbitrary local reference points (or a baseline), as pre-
dicted by the prospect theory (Kahneman & Tversky, 1979). For instance, 
the sensitivity to relative (rather than absolute) income—or inequity aver-
sion, the sensitivity to whether rewards are distributed equally—makes 
the meaning of any monetary gains ambiguous: a two percent salary raise 
might feel particularly rewarding if everyone else got one-and-a-half- 
percent. However, we have no idea what a two-percent raise should feel 
like independent of the backdrop against which it occurs. Another reason 
why the idea of a common currency is problematic is the fact that differ-
ent rewards are represented by different neurons because different neu-
rons respond to different primary reinforcers (odor, touch, etc.; Sescousse, 
Redouté, & Dreher, 2010).

Our brain may not be able to determine independent value ratings, but 
it must, at least, be able to compare whether or not two items represent a 
similar value. Neuroeconomists believe that the orbitofrontal cortex (OFC) 
is where the neuronal encoding of the value of a stimulus or a choice takes 
place. Plassmann et al. (2007) provide evidence that medial OFC encodes 
how much people are willing to pay for various items during simple eco-
nomic transactions. The intensity of the activity in this section of the brain 
seems to correlate reliably with the expected value of the choices available. 
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Padoa-Schioppa and Assad’s (2006) well known experiment also appears 
to be fairly conclusive in this regard. They worked with a monkey and 
initially discovered the monkey’s preferences for Juice A and Juice B. They 
discovered that the monkey was roughly indifferent between 1A and 4B, 
meaning it would prefer one unit of A over 3 (or fewer) units of B. Later, 
they measured the activity (spikes per second) in one representative neu-
ron while the monkey was given different combinations of Juice A and 
Juice B. The OFC activity roughly coincided with the monkey’s revealed 
preferences discovered at the first stage. For instance, the 1B+2A (equiva-
lent of 9B) combination produced roughly similar effects to the 6B+1A 
(equivalent of 10B) combination, as expected.

Error, error, error!

Reciprocity is sometimes characterized by the following phrase: “You 
scratch my back, I'll scratch yours.” Let us consider the phrase literally. It 
is implied that services of identical quantity and quality—assuming both 
parties have similar taste for back scratching and also are equally capable 
of rendering the service—are being exchanged. How does the brain react 
if the value of what is received is not in line with what was expected? 
Here I will extend the traditional views of context to include expected out-
comes, as our expectations are a function of our past experiences2, which 
are a form of contextual information. In the context of reciprocal exchange, 
how does our brain react if our exchange partner deviates from the norm3? 
Does the brain process betrayal in the same way it processes situations 
when we feel ripped off (e.g., we paid a lot more for that new car than we 
should have)?

Desire to trust

Trust games provide the most promising experimental design to study our 
reciprocal brain and find answers to such intriguing questions. In a trust 
game, the amount of initial money sent and the amount of the dividends 
to be paid back are both a function of the level of trust between the par-
ties. If the game is repeated, it may be possible to trace what goes on in 
each player’s brain when cooperation forms or falls apart. First of all, the 
evidence from trust game studies seems to support the reciprocal brain 
hypothesis: we expect that favors given will be paid back— until they are 
not. This is particularly true when we think we are dealing with coop-
erative partners. This finding is supported by the fact that activity in the 
ventral striatum, a reward-related region, is strikingly pronounced if the 
reciprocating partner already had a good reputation. But why do we find 
a reciprocal gesture more rewarding when it comes from a partner already 
expected to return the favor? Phan et al. (2010) offer an interpretation: “the 
value of social capital derived from interacting with trustworthy partners 
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is ‘built into’ the vSTR reward signal at a very basic level” (p. 13102) In 
other words, interacting with a trustworthy partner is valuable and re-
warding in itself.

Trust in the brain

But what about determining a partner’s trustworthiness? Is there any ac-
tivity in the brain that could reliably predict whether or not your trade 
partner will return your generosity? King-Casas and her colleagues (2005) 
wanted to find out. They zeroed in on a brain region where the intention 
to reciprocate the investor’s generosity (i.e., taking the risk and sending 
the money) may have originated in the trustee’s brains: caudate nucleus. 
It turns out that the increased activity in the head of the caudate nucleus 
reliably predicts the benevolent reciprocity on the part of the trustees. This 
region seems to receive and compute information about the fairness of a 
social partner’s decision and motivates the intention to repay that deci-
sion with trust—before the decision is made. More interestingly, once the 
investor establishes a reputation for being trusting, something remarkable 
happens: “a temporal transfer of the ‘intention to trust’ signal from a time 
just after the revelation of the investor’s decision (a reactive signal) to a 
time just before this same revelation (an anticipatory signal)” (p. 81). This 
shift may be taken to indicate that in the trustee’s brain there emerges a 
reliable model of how the investor would react. In other words, the trustee 
is ready to reciprocate as she is nearly sure that her partner had already 
decided to invest with her. It appears that we want to trust by default 
before we have any reason not to. Given the role of the caudate nucleus 
(along with ventral striatum) in the learning process—controlled namely 
by comparing actual and predicted rewards (Haruno & Kawato, 2006)—it 
is not surprising that it has a role in learning a partner’s trustworthiness.

Error processing: calculating without calculation

Now that we better understand how the brain processes and determines 
trustworthiness, it’s time to get back to our original question of how our 
brain reacts to reciprocal imbalances. Neurotransmitter dopamine and 
several key brain regions appear to code reward prediction errors, which 
are triggered by a discrepancy in expectation (e.g., trust) and outcome 
(e.g., betrayal). These signals are used by the brain to constantly update 
our behavior and their role extends to the social domain as well (Joiner 
et al., 2017). The firing rate of midbrain dopamine cells varies depend-
ing on whether the discrepancy is a pleasant or an unpleasant surprise: 
if the outcome falls short of expectations, the firing rate decreases; if the 
outcome is better than expected, the firing rate increases. These signals 
are key for animals to learn about the reward value of the stimuli in their 
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environment and, in turn, they become vital input for decision-making. 
These midbrain dopamine cells project to areas such as the ventral and 
dorsal striata. The caudate nucleus, part of the dorsal striatum, is one of 
the important recipients of these projections. It is of particular significance 
for reciprocal behavior, as it helps us learn contingencies between our own 
responses and rewarding/punishing outcomes. Thus, the region helps us 
track whether or not our partner reciprocates our actions in trust games 
(Rilling, King-Casas, & Sanfey, 2008).

There is one last important brain region involved in prediction errors 
in social situations: the anterior insula. When your goodwill gesture of 
trusting your partner is not reciprocated, or if somebody seems to be 
free-riding on your generosity, there is robust activation in the anterior 
insula, in a sense akin to a fire alarm going off. Considering the anterior 
insula’s sensitivity to painful psychical stimuli and negative social inter-
actions like exclusion or unfair treatment, we can understand its role in 
generating emotional awareness (Gu et al., 2014) that is, in turn, useful for 
self-preservation as it makes us wary of potential exploiters. Moreover, 
the connectivity between the anterior insula and the lateral OFC helps us 
change our behavioral strategy and engage in tit-for-tat by punishing the 
freeloader in the subsequent interactions.

Our brains are truly equipped to engage in mutual beneficial reciprocal 
exchange relations. That said, it is not naïve. Our reciprocal brain has a 
keen sense of deviation from expected norms and re-aligns its cooperative 
strategy accordingly.

Scaling it up

The practice of reciprocity among humans is not only pervasive, but is 
equally impressive, because we have managed to retool and scale up this 
reciprocal behavioral rule so that it applies beyond peer-to-peer interac-
tions. Consider the slogan made popular by Marx (even though he did not 
necessarily coin it): “From each according to his ability, to each according 
to his needs.” He envisioned the sentiment to be the main building block 
of a communist social contract. All modern nations have created some 
policies that are, in one way another, the embodiment of this ideal. Such 
practices range from disability benefits to various handicap rules. Those 
who are skeptical of welfare programs, I often observe, tend to frame the 
recipients, implicitly or explicitly, in the same terms we would use to de-
scribe freeloaders. Needless to say, freeloading is the exact opposite of 
reciprocity. The fact that assistance programs that consist of work require-
ments (e.g., the Earned Income Tax Credit) are increasingly popular is an 
indication for how embedded the ideal of reciprocity is in our minds and 
institutions. (See Corning, 2012, for a more extensive account of reciprocal 
institutions.)
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Notes

1	 Loewenstein pointed out that physician would engage in “ostrich effect” 
to justify their choices than admit that they have been influenced: “All of 
this research suggests that physicians who will personally benefit from 
recommending a particular drug, treatment, procedure, or clinical trial will 
have no problem figuring out ways to justify that decision as being in their 
patients’ interest.”

2	 I would like to further argue that our brain must be forming and updating 
expectations, like how objects should move or how someone should react in 
particular social circumstances, etc., in an approximately Bayesian fashion at 
the subconscious level. I say “approximately” because the brain, in most cases, 
operates with limited time and attention, and, in turn, relies on many shortcuts 
to save time and energy. Our higher-order cognitive skills (e.g., probabilistic 
judgments), on the other hand, have a fairly dismal record in conforming to 
what we would expect from a truly Bayesian brain (e.g., base-rate neglect).

3	 I use the term ‘norm’ because, if we leave out unintentional deviations, full 
reciprocation must be our benchmark in any social exchange situation among 
the non-kin of equal status. Otherwise, there will be no motivation to interact.



In one of episodes of the popular TV show Seinfeld, George Costanza, un-
like his friends, appears to be deeply bothered by the fact that the secu-
rity guard at a clothing store in Manhattan, NY has to stand all day and 
has not even been offered a chair on which to sit. He goes on to suggest 
to Jerry, who did not find the incident necessarily memorable or bother-
some, “That’s why I’m different. I can sense the slightest human suffering.” 
George is not unique in that. To varying degrees, we all have that sensitiv-
ity. Humans, and other apes, to a certain extent, have the unique ability to 
put themselves in somebody else’s shoes—an ability also known as intui-
tive/folk/natural psychology. This ability, often referred to as mentalizing 
or theory of mind (ToM), is supported by a network in the brain called, 
aptly termed, the theory of the mind network. ToM becomes part of the 
cognitive toolkit of all developmentally healthy children around the time 
they turn 4 (Kloo et al., 2010). If you happen to have children, you can eas-
ily spot the onset of this phase by the increased frequency of sophisticated 
lying, particularly about the incidents that you did not directly observe: 
“Of course, I washed my hands, daddy!” Your child has just discovered 
that she has a mind of her own, that the things she knows aren’t necessarily 
known by you. Enjoy the ride!

Mapping the ToM region

Recent neuroscientific research has been able to pinpoint with great preci-
sion, a distributed neural system that most likely supports our ability to 
read other people’s minds in social interactions and simulate in our own 
body what they must be feeling. For instance, Walter et al. (2004) found 
that the anterior paracingulate cortex is activated when we are trying to 
represent other people’s intentions in actual or prospective social interac-
tions. The very same area lights up if somebody looks directly in your eyes 
or calls your name (Kampe, Frith, & Frith, 2003). In other words, the ToM 
network has sub-regions that are dedicated to social cognition. This fact 
is particularly illuminating, since it supports one of the central themes in 
this book: social cognition is supported by brain regions that are engaged 
exclusively in social settings.

6	 Mind reading
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Our mentalizing skills have particular interest to economists. Consid-
er one of the most popular tools in economics for studying strategic in-
teractions: game theory. In some interactions, our best decisions (e.g., to 
continue with a certain strategy) are as good as our guesses of our rival’s 
or partner’s intentions. Many of our decisions are strategic in nature, so the 
ability to mentalize (or empathize, in certain cases) does not clash with our 
pursuit of self-interest; on the contrary, it is a pre-requisite. For instance, 
certain solution concepts, such as the Nash equilibrium, are meaningless—
if not impossible—unless we can understand other people’s motives and 
beliefs (Singer & Fehr, 2005). In some settings, such as the beauty contest 
game, advanced recursive thinking is indispensable (see Bosch-Domenech 
et al., 2002, for a comprehensive meta-analysis). In a basic beauty contest 
game, each player simultaneously chooses a number between 0 and 100. 
The winner is the person whose number is closest to 2/3 times the mean 
of all chosen numbers. If your head begins to hurt thinking about what to 
choose, you’re not alone. Since we are put into a position of thinking about 
what others may be thinking, Coricelli and Nagel (2009) expected that we 
would need to tap into our mentalizing ability. They were right. First of 
all, they found that playing against human opponents, as opposed to a 
computer (whose strategy is random), activated areas commonly associ-
ated with thinking about other people’s mental states: medial prefrontal 
cortex (mPFC), superior temporal sulcus, posterior cingulate cortex, and 
temporoparietal junction. Within this network, activation in the mPFC is 
what clearly differentiates the more sophisticated subjects: the higher the 
depth of recursive thinking (I think that they think that I think that…), 
the stronger the activation.

Social intelligence and mentalizing

How does this ToM network help us navigate games with one other 
player, such as the ultimatum game? Many people are quick to reject of-
fers that are too low in this game (e.g., being offered $1 out of a possible 
$10). What would be their attitude toward mid-value (between 1 and 5) 
offers like $3? This is the question Polezzi and his colleagues (2008) aimed 
to answer. Not only did the recipients take a much longer time before 
making decision, the mid-value offers also caused enhanced activity in the 
superior temporal gyrus of the mentalizing network, an area known to be 
involved in perception of biological motion (Thompson et al., 2005) and 
processing socially meaningful actions (Todorov et al., 2005). Contrary to 
the offers that are too low or fair, mid-value offers must have motivated 
the participant to contemplate what the offer means socially: am I being 
insulted? Is he taking advantage of the situation? etc.

The unique social function and the domain specificity of mentalizing 
become apparent when we are asked to play a competitive game against 
a computer and to try to guess what it might be thinking. Devaine and 
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colleagues (2014) made their participants believe that there were two ver-
sions of the game: one against another human being (hide and seek) and 
another against the computer (gambling task). In reality, all reactions were 
generated by so-called “artificial mentalizing agents” (an algorithm) with 
different levels of ToM sophistication. Thus, the task was basically the 
same in either case—guess the intention of your opponent to maximize 
your winnings—but the framing was different: a social frame (playing 
against another human) or a computer frame. The participants performed 
much better in the hide and seek case, outsmarting their rivals—except 
against the most sophisticated opponents. However, when they thought 
that they were merely choosing between two slot machines, the bank won 
in most cases, except when the rival’s responses were randomly gener-
ated. So why did the subject’s performance end up being so sensitive to 
the framing of the game? The most plausible explanation is the following: 
the activation of the mentalizing network in the social framing condition 
motivates us to seek intentionality and, in turn, helps us to find meaning-
ful patterns in our rival’s reactions and update our decisions in a Bayesian 
fashion. These results may be taken to imply that our attention is uniquely 
elevated by social mentalizing. We seem to be at our sharpest when we are 
dealing with others.

Are these brain regions involved in the ToM really domain-specific to 
mentalizing? This is rather difficult to prove. One possible route is to pres-
ent subjects with a series of tasks completely devoid of any content that 
could possibly activate the mentalizing system with no social content. 
Instead, they could include tasks involving abstract concepts, non-social 
and affectively-neutral description of human features (e.g., height)—
while scanning their brains. Then it would be a matter of seeing if there 
is any overlap between the regions associated with these tasks of non-so-
cial, objects-related reasoning, and the core mentalizing network (i.e., TPJ 
and mPFC). Van Overwalle (2011) reviewed the experimental literature 
for clues. He found that reasoning with mentalizing (e.g., inferring other 
people’s traits) differs reliably from pure cognitive reasoning that does 
not involve mentalizing. Specifically, he reported that, while only 10% of 
the studies without mentalizing showed activation in the mPFC, 80% of 
the studies with mentalizing content did. Mentalizing appears to be a key 
component of our social intelligence.

Empathy and selfish-selfless spectrum

Our dependence on large-scale group living makes the meaning of self-
interest rather ambiguous. Self-interest cannot be defined without the 
social norms that determine its boundaries. We deem many self-inter-
ested acts illegal. For instance, insider trading is prohibited globally. As 
though we followed the Kantian categorical imperative, we have decided 
that we would not prefer to live in a world where insider trading is an 
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“appropriate” form of selfish pursuit. This may sound counterintuitive, 
but I would like to argue that extreme forms of altruism may look equally 
anti-social. Take the phenomenon of antisocial punishment (Herrmann 
et al., 2008), sanctioning Mister and Misses do-gooders who are guilty 
of taking pro-sociality a bit too far (by generously contributing in trust 
games, for instance). This lesser known form of punishment tends to 
emerge more commonly in populations where cooperators are less com-
mon and the rule of law is weak. Punishment of this sort possibly aims at 
maintaining the status quo—rather than at promoting cooperation (Rand 
& Nowak, 2011).

A more meaningful scale to characterize behavior is its degree of social 
appropriateness, not how selfish or selfless it is. I use the term “appropri-
ate” in two, complementary ways: first of all, it refers to what is socially 
expected of us under the circumstances; secondly, an action is appropri-
ate to the extent that is ecologically rational, as we defined earlier. The 
social appropriateness scale has a major advantage as it leaves room for 
cultural variation and treats social norms as a (context-dependent) base-
line. In this sense, psychopathy does not mean a lack of outward social-
ity. A high-functioning psychopath would have problems resonating with 
others’ emotions, but not with cognitive perspective-taking (Lockwood et 
al., 2013). This person could identify and even understand what another 
individual is thinking or feeling (Dolan & Fullam, 2004) but would lack 
the accompanying affective response. For instance, a real estate agent with 
high psychopathic traits could discover that not being truthful with her 
client would be against her own economic interest and choose not to lie, 
but all without necessarily being aided by the (inhibitory) negative rein-
forcement offered by social emotions like guilt. As is the case here, hav-
ing the ability to represent beliefs and intentions of our conspecifics is a 
pre-requisite for displaying socially appropriate behavior (however, self-
ishly motivated it may be) and facilitating social exchange. Thus, although 
our social expertise in a world of emotional beings relies on our ability 
to understand the minds of others and predict their behavioral reactions 
without necessarily always sharing their emotions in real time, cognitive 
empathy without at least a minimum of emotional empathy could poten-
tially lead to Machiavellian and combative behavior (Smith, 2006).

Needless to say, mutually beneficial social exchange requires empa-
thy. Empathy helps us pre-empt the likelihood of negative emotions and 
comes on automatically when triggered by the relevant circumstances. 
Even imagining another person in a particular emotional state (e.g., fear) 
is enough to activate the associated autonomic (e.g., elevated heart rate) 
and somatic responses in the imaginer’s body. In some sense, our ability 
to empathize appears to have evolved from a system that helps us repre-
sent our own feeling states. This system is designed to quickly vet affec-
tive outcomes of various events for ourselves, but most likely has been 
retooled to help us feel other people’s pain. Singer et al. (2004) found 
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common activation in brain regions, such as caudal and posterior rostral 
zones in the ACC—a subset of the pain matrix that is believed to be in-
volved in processing painful stimuli—regardless of whether we ourselves 
or our loved ones were experiencing the pain. Our capacity to simulate 
other people’s internal state, like how they would feel if they think that 
they are being cheated, explains why we tend to be much more generous 
in ultimatum games than what the rational-choice theory predicts. Not 
only do we not want to be treated unfairly, but we don’t want to treat oth-
ers unfairly, lest we experience some of their pain and rejection and anger.

In that sense, empathy is a useful social trait1 from a self-preservation 
point of view (Singer & Fehr, 2005). It keeps, I argue, our behavior within 
the locally determined and socially acceptable bounds and, perhaps, helps 
us form a moral center on account of its potential inhibitory role. Con-
versely, unmodulated empathy could possibly lead to a decision paraly-
sis or to behavioral reactions that are detrimental to one’s self due to the 
asymmetry it can create in relationships. Thankfully, empathy is modu-
lated. That is why we naturally expect our empathy to be selective and our 
empathetic responses to be modulated by context. For instance, I may not 
share your joy if it is a result of an illicitly gained reward.

What is empathy really for? Since through empathy we share the emo-
tional state of others, we also share the motivational significance of these 
emotions, which allows us to predict the probable subsequent actions 
more precisely. Empathy is also a tool; therefore, it helps access relevant 
knowledge about our environment: you recognize someone’s clear frus-
tration as she attempts to open an apparently locked door, so you imme-
diately move on to the next available door. Lastly, empathy likely helps 
facilitate more effective communication, social coherence, and affiliation 
via imitation (e.g., the chameleon effect) and, thereby, promotes emotional 
bonding (Vignemont & Singer, 2006).

Note

1	 Although I do not have room to explore it in depth here, I find Paul Bloom’s 
concern that we may be exaggerating the role of empathy as a basis of pro-
sociality and public policy-making noteworthy. For instance, he argues that 
“certain features of empathy make it a poor guide to social policy. Empathy is 
biased; we are more prone to feel empathy for attractive people and for those 
who look like us or share our ethnic or national background. And empathy is 
narrow; it connects us to particular individuals, real or imagined, but is insensi-
tive to numerical differences and statistical data” (2014).
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We are inflicted by present bias. Present bias is a temporal horizon conflict 
and is driven by the overwhelming salience of present rewards compared 
to future rewards (Brocas and Carrillo, 2008). However, as a species, we 
cannot afford to simply live in the moment, but instead must learn to oper-
ate in the shadows of the future—a distinctly human problem. Most of our 
decisions are inter-temporal in nature. Unfortunately, we’re wired to find 
a donut more tempting than, say, a celery stick. Choosing the latter would 
have involved a sacrifice (e.g., passing up something more enjoyable) 
right now while it promises benefits that are not immediately realized.

The good news is that Homo sapiens are capable, albeit imperfectly, of ex-
ercising self-control by balancing the demands of their present self against 
those of their future self. Adam Smith’s The Theory of Moral Sentiments, 
his first and relatively less-known book, devoted a considerable amount 
of space to the discussion of these kinds of internal conflicts. Smith was 
convinced that our default mode of operation to blindly follow our “pas-
sions.” He also recognized that we were gifted with the ability to evaluate 
our actions from a position of an “impartial spectator”—the ability which 
serves as a source of “self-command” and brings our passions-driven self 
in line with the conventionally accepted standards of behavior.

How does brain process the demands of our present self and 
future self?

Our capacity for self-control is far from perfect and often, as we know 
all too well, goes awry. Sometimes, for instance, your night-self, Jerry 
Seinfeld joked in his new Netflix special Jerry Before Seinfeld, screws your 
morning-self by staying up late. What about getting up after five hours 
of sleep? The night-self is quick to reply: “Oh, that is the morning-self’s 
problem!”

The tension between engaging in short-term gratification and working 
toward longer-term goals is present daily. It is truly a battle of wills be-
tween the demands of our inherited biology and our enlightened self-interest. 

7	 Emotional path to 
willpower
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In one of the most illuminating, often-repeated experiments, participants 
were given some variations of the following question:

Do you prefer $100 today or $102 next week?
Do you prefer $100 in a year or $102 in a year and one week?

Clearly, these are identical problems: $2 is either worth the wait or not. 
As you can guess, however, present bias swayed participants’ judgment 
toward taking the $100 today. However, the delay in the second case 
caused a “preference reversal” (Kirby and Herrnstein, 1995). Economists 
call such reversals in our inter-temporal preferences “time inconsistency.” 
In fact, these two identical problems, except that they are framed differ-
ently, activate different neural systems in the brain. McClure et al. (2004) 
called them β and δ areas. The β area is activated for the choices where a 
monetary reward is available immediately and encompasses the follow-
ing regions: the ventral striatum, medial orbitofrontal cortex, medial pre-
frontal cortex, posterior cingulate cortex, and left posterior hippocampus. 
These regions are associated with limbic and paralimbic cortical struc-
tures implicated in impulsive and addictive behavior. The δ area refers to 
regions such as the lateral prefrontal and parietal areas that are activated 
when making choices independent of whether the reward is available 
now or sometime down the road. So, this is the more sensible area impli-
cated in higher level deliberative processes and cognitive control, which 
are swayed much less by the passions triggered by temporal proximity. 
This is also the area that makes it possible for us to see the value of de-
ferred gratification at all.

Self-control takes cognitive effort and stakes claim on the already lim-
ited mental energy we have. There is evidence that the value of a future 
reward is calculated by lateral prefrontal and parietal areas of the brain, 
which suggests that evaluating the future engages the executive, more 
sophisticated, and more energy-demanding systems in our brain. This is 
perhaps why we are more likely to make, believe it or not, selfish choices 
or use offensive language when we are, say, engaging in a difficult nu-
merical calculation. Self-control is particularly difficult to exercise when 
it comes to decisions whose benefits and costs are separated in time—
the type of decisions whose numbers show no sign of declining as long-
term planning seeps into every aspect of our lives. Thaler and Sunstein 
(2009) call the object of these decisions “sinful” and “investment” goods. 
Notoriously, Homer Simpson can never resist the temptation of eating a 
donut right now in the present moment. We cannot easily blame him for 
his self-indulgent ways as donuts are immensely and instantly pleasur-
able. Moreover, there is no immediate negative feedback like a headache 
that can clue Homer in to the potential long-term health consequences of 
repeated donut consumption. Decisions to go to the gym or save money 
today pose a different problem where the sacrifice (e.g., effort, foregone 
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enjoyment) is immediate, but the benefits will not come until much later 
in life. And, again, there is no immediate feedback. We tend to get these 
decisions wrong: we over consume the sinful goods and underconsume 
the investment goods. Understandably so.

Top-down regulation of emotions

Our self-control problems are universal and could be explained by pres-
ent bias which is in turn consistent with the demands of the immediate-
return economic setting in which we spent most of our evolution. Those 
of us who can exercise a more reasonable balance between the needs of 
our present and future selves must owe our strong willpower not to our 
calculating abilities, but to our ability to envision what it feels like to be, 
say, old and penniless. This ability, in turn, produces the motivation they 
need to resist the temptation posed by immediate gratification. In a highly 
creative study, Hershfield and his colleagues (2011) found that exposure 
to visual representations of one’s future self (e.g., your artificially aged 
portrait) leads to a more future-oriented behavior in the form of lower dis-
counting of future rewards and higher contributions to saving. They attri-
bute the effectiveness of their intervention to its ability to force consumers 
to temper the emotions they feel in the present to make them more in line 
with those they expect to feel in the future. This interpretation is plausible 
and also in line with Loewenstein’s findings about the consequences of 
the “empathy gap.” By a “hot-to-cold” empathy gap, Loewenstein meant 
the excessive influence of current (most likely transient) affective states 
on our preferences (e.g., crimes of passion). The “cold-to-hot” empathy 
gap, on the other hand, refers to our lack of appreciation for the future 
affective states and their relevance for our decisions today: “When one is 
not hungry, afraid, or in pain, for example, it is difficult to imagine what 
it would feel like to experience one of these states, or to fully appreciate 
the motivational power such states could have over one’s own behavior” 
(2005, p. 49). So, self-control has a lot to do with the emotional salience of 
behavioral options.

Self-control and social emotions: emotions are more 
helpful than you think

One of the points I have been trying to make in this book consistently 
is that we should not be surprised that our brain becomes a lot sharper 
when we deal with other humans than when we solve problems that re-
quire logical abstractions. This is largely because we probably felt more 
competitive pressures from other humans than we did from nature dur-
ing our evolution. The tension between immediate gratification and the 
pursuit of long-term goals is present not only in preferences for goods 
and services, but in our social relations as well. So, self-control when 
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exercised successfully has significant positive social functions. It is not 
surprising that some sellers are extremely motivated to signal that they 
are here to stay (as opposed to making a quick buck) and, in turn, can get 
very defensive about their reputations that have built by containing their 
greed.

In their attempt to provide a more substantive account of constructive 
rationality by drawing on evolutionary psychology, Capra and Rubin 
(2011) highlighted the need to integrate social emotions in the model of 
decision-making. Social emotions such as guilt and compassion, they 
argued, must have evolved to help us override our initial impulses and 
short-term self-interest, particularly, in social contexts. Such emotions 
have most likely been selected, I argue, at the group level. This means 
that those emotions that motivate more forward-looking behavior are in-
deed adaptive only if there are expectations of future interactions. These 
emotions serve as immediate motivational proxies for expected long-term 
benefits of important relationships. Fiske (2002) calls this characterization 
the “proxy theory” of emotions because these social emotions operate as 
“present proxies” for the long-term cumulative future value of the rela-
tionships they help sustain.

The relationship between emotions and self-control is bi-directional and 
is certainly more complex than the theories of top-down regulation would 
have it. Yes, in some cases, self-control does mean the down-regulation 
of emotions. In other cases, we do rely on emotions themselves to provide 
the self-control essential for cooperation if deployed within appropriate 
relationship type (e.g., friendship vs. market exchange). The cognitive 
control route to self-control does seem to have a reliable neurobiological 
basis we can identify. The dorsolateral prefrontal cortex has been shown 
to be implicated in the cognitive control triggered particularly when there 
is a conflict among our goals (Carter & van Veen, 2007). It is involved, 
for instance, in overriding powerful emotional biases like when we delay 
immediate gratification (McClure et al., 2004). Exercising consequentialist 
(i.e., outcome-based) judgments in the context of moral dilemmas—which 
requires emotional detachment—does also activate this region (Greene et 
al., 2004). Cognitive control most likely works through reducing our sensi-
tivity to those things in the current environment that have emotional val-
ue so that we can secure future rewards of higher value (Gifford, Jr., 2002).

Emotions also offer useful guidance for adaptive social behavior. Many 
emotions are the basis of intrinsic motives that are an advocate for our long-
term interests and help us overcome competing motives advocating for more 
immediate gratification. Anxiety, a special kind of fear, is one of those emo-
tions, which is usually triggered when we fail to meet a personal or moral 
expectation. Similarly, an uncontrolled display of anger derives its strength 
from potentially irrational and unpredictable behavioral reactions it might 
produce. You might be suspicious as to how useful anger can really be. 
Shouldn’t we be better served if we just ignored the non-reciprocators and  
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moved on to another partner? One potential answer would be the follow-
ing: the capacity for anger is useful precisely because the relationships it 
is trying maintain are valuable. Anger signals that a defection or potential 
defection has been detected or sensed, and that the defection will not be 
tolerated. The message anger is meant to communicate would keep the 
specter of a spiteful retaliatory threat vivid in your partner’s mind (Nesse, 
1990). This characterization is also consistent with the role emotions, as I 
argued earlier, have as potent defensive tools against exploitation.

Emotions participate in the regulation of social behavior and motivate 
us to pass up temptation to engage in non-cooperative opportunistic be-
havior in Prisoner’s Dilemma type interactions, particularly when our 
partner is being cooperative. Evolutionarily more recent emotions like 
guilt, shame, embarrassment, etc. primarily bring social behavior in line 
with the long-term interests of a social group, rather than the short-term 
interests of the individual person (Adolphs, 2003). However, the incred-
ibly constructive role that emotions play in economic transactions is often 
overlooked. Robert Frank (2003) is one of the rare exceptions. He pointed 
out that moral emotions help solve commitment problems and, in turn, 
overcome self-control. For instance, a person who is sympathetic toward 
potential trading partners would be much less likely than others to resort 
to cheating—even though she would still find the gains from playing de-
fect more attractive. The allure of the quick gain in the current transaction 
would be mitigated by the prospect of the immediate aversive psycho-
logical reaction that would be triggered by being an unfaithful partner. 
We would expect persons with the capacity for feeling sympathy for their 
trading partners would find it easier than others to stick with cooperation 
in repeated interactions where opportunities for cheating exist. However, 
we should not overestimate the stability of such traits and our capacity 
to trivialize the occasional cheating. We have a very adaptable amygda-
la—a brain region involved in processing emotions—which is sensitive 
to our baseline of dishonesty and, possibly, other self-serving behavior. 
Our amygdala’s sensitivity to opportunistic behavior in making a present 
decision likely depends on the magnitude of such self-serving behavior in 
the past. In this respect, what Neil Garrett and his colleagues (2016) found 
is noteworthy: what begins as small acts of dishonesty can escalate into 
larger transgressions in the future because of the diminished amygdala 
response.

The fact that the emotional rejection of socially inappropriate behavior 
(e.g., pushing a big guy off a bridge to save five lives) also tends to be 
extremely quick (Greene et al., 2001), and probably does not require much 
effort. This quick and effortless path to moral judgments strengthens the 
case that emotions, as context-dependent as they might be, are a cogni-
tively much less expensive path to the exercise of self-control.



Ostracism is perhaps one of our worst fears; our aversion to social exclu-
sion helps to keep us in line. There is a good evolutionary reason for it. 
Darwin (1896) himself identified, in The Descent of Man, our motivation to 
remain in a good standing with other group members:

there is another and … powerful stimulus to the development of 
the social virtues, namely, the praise and the blame of our fellow 
men … the heightened sensitivity to praise and blame and the 
accommodating emotions (e.g. pride and shame) no doubt was 
originally acquired, like all the other social instincts, through natural 
selection (p. 131).

We have much more insight into how social rewards are processed in the 
brain today. For instance, Izuma, Saito, & Sadato (2008) tested whether so-
cial rewards like a stranger’s praise are anatomically processed in a simi-
lar fashion as earning money. A compliment or praise aimed at enhancing 
one’s good reputation, they found, consistently activated reward-related 
brain areas, notably the striatum. Most interestingly, the areas activated 
when someone receive a praise overlapped with the areas activated when 
somebody receives monetary rewards. Reputation is indeed a currency. 
The fact that we care about our image in the eyes of others reinforces our 
pro-social tendencies and lessens the burden on external reinforcements 
(e.g., the legal system) to maintain our adherence to social norms.

Following the herd

The extent to which we would act in ways to protect our reputation and 
avoid social sanctions is directly and highly sensitive to whether there are 
other people in the room. So, you would not be surprised to discover that 
even the appearance that you are being watched could motivate you to act 
in more cooperative (less deviant) ways. Ernest-Jones, Nettle, and Bateson 
(2011) found that displaying posters featuring eye images subconscious-
ly influenced people (who were unknowingly participating in a natural 

8	 Sapiens see, sapiens do 
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experiment) to remove litter from their tables in a school cafeteria more 
often than those who were not exposed. The emphasis we place on social 
approval and our reluctance to face social disapproval manifests itself in 
several commonly observed behavioral patterns, primarily, imitation and 
conformity. The main difference between the two is whether a group or an 
individual is being imitated.

Do we change our behavior when exposed to the judgment of others? 
There are two potential links between emotional and behavioral adjust-
ments. People may re-align their preferences with the majority because 
of the affinity they feel for the group and satisfy their need to belong to 
a group. Alternatively, conformity may be driven by a desire to avoid 
negative emotions such as the fear of social exclusion or a sense of shame 
or guilt in having different opinions or tastes. There appears to be some 
neuroscientific evidence for the latter form. Many neuroimaging and elec-
trophysiological studies appear to suggest that when individual opinions 
(e.g., ratings) differed from those of the group, the conflict with the nor-
mative group opinion triggers a sequence of neuronal responses that are 
capable of predicting the subsequent preference reversals (Shestakova et 
al., 2013). For instance, the activity in the rostral cingulate zone, the area 
involved in the processing of conflict, increases, while activity in the nu-
cleus accumbens, an area associated with expectations of reward decreas-
es. So, dissent feels uncomfortable, rather very uncomfortable. Moreover, 
social influences like your peers’ favorite songs moderate activity in the 
striatum and vmPFC. These two brain areas are believed to work together 
to encode the subjective value. These findings seem to suggest that what 
others think tends to have a substantive effect on our preferences. Confor-
mity works through the representation of value associated with particular 
stimuli like a musical piece at the neural level (see Stallen and Sanfey, 2015, 
for a more extensive survey). So much for the fixed preferences that the 
standard economic texts insist on advertising!

We tend to conform even when the group is wrong. Berns et al. (2010) 
showed that one’s error rate significantly increased when completing a 
mental rotation task as she is exposed to the opinion of others. The mis-
match between one’s own ratings and those of the group seems to activate 
a region known as posterior medial frontal cortex (Campbell-Meiklejohn 
et al., 2010; Klucharev et al., 2009). According to Izuma (2013), the involve-
ment of the pMFC should not be surprising considering the role the region 
is believed to play in detecting a conflict between an ideal state and reality 
and, in turn, inducing preference reversals.

Conformity has also proven to be a useful motivator as a social incen-
tive whose effectiveness is unmatched by the prospect of saving money. 
Allcott (2011), in one of the largest field experiments ever conducted, 
tested the power of social norms in encouraging energy conservation. He 
arranged letters, The Home Energy Letters, to be sent to the households 
participating in the study. The letter provided the customers with their 
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relative standing in electricity use in comparison to their neighbors. Based 
on their relative energy usage, they were assigned one of the following 
three grades from the most complimentary to the least: “great,” “good,” 
“below average.” This non-price intervention helped; on average a two 
percent reduction in energy consumption was realized among the target-
ed households. If this gain looks small to you, it should not be. The prices 
should have been raised by whopping 11 to 20 percent to bring about a 
similar reduction in energy consumption!

I recognize a good idea when I see it

I remember a real-estate agent who secured his sunglasses to his chest 
through a buttonhole on his polo shirt. “What a brilliant idea!” I thought. 
My usual method of storing my sunglasses, hanging them down from my 
collar, had always been a headache. The ability to recognize a good exam-
ple and mimic it bestows on Sapiens many great advantages such as the 
cultural transmission of useful information—which includes the knowl-
edge of how to carry your sunglasses with a minimum hassle when you 
are not wearing them. This, again, is another form of social intelligence 
that could be traced back to several identifiable neural circuits in the brain.

We tend to imitate what the majority of peers do (which we just called 
conformity) or imitate the “successful” examples around us, which is the 
basis for prestige-based cultural transmission. In a stable environment, 
our inclination to imitate is a highly adaptive trait. As Boyd and Richer-
son eloquently put it, “… when lots of imitation is mixed with a little bit 
of individual learning, populations can adapt in ways that outreach the 
abilities of any individual genius” (2005, p. 13).

Among primates where social learning is commonplace and vital for 
survival, many skills are culturally transmitted. They tend to solve many 
practical problems of daily life easily without recourse to their creative 
intelligence—which is most clearly present if elicited in artificial situa-
tions (e.g., solving logical problems). The fact that we are intellectually 
lazy does not, apparently, pose a great challenge in our (or our ape cous-
ins’) routine lives. This is partly because we have been able to outsource 
a significant chunk of our cognitive load to our institutions, formal or in-
formal. For instance, modern accounting methods allow us to preserve 
information about past exchanges outside our brain. This ability is useful 
because it alleviates a capacity constraint on memory and extends the life 
of common knowledge (Dickhaut et al., 2010).

We seem to have focused our intelligence more on manipulating so-
cial objects and less on physical tools. The vast primatological evidence 
points in the same direction. Anthropoid apes demonstrate significant cre-
ative thinking skills in lab experiments. However, there is no trace of any 
of their creative intelligence put to use in their natural environment, as 
Humphrey (2002) reported. Rather, maintaining a collective mind, where 
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practical knowledge is stored and disseminated, is the key to the survival 
of higher ape species. In this sense, human society functions like a “poly-
technic school for teaching of subsistence technology” (Humphrey, 2002). 
That said, such a social community would not come about without a 
keen sense of imitation—particularly between the younger and the senior 
members of the community.

Imitative drive is so innate and strong that it seems to be supported 
by a set of identifiable circuitries in the brain. A strong piece of evidence 
that comes from the experiments done with macaque monkeys supports 
the existence of a neural basis for imitation in the brain called “mirror 
neurons” (Rizzolatti and Craighero, 2004). These neurons are a type of 
brain cell that respond equally when you perform an action like lifting 
an object and when you witness someone else performing the same ac-
tion. Mirroring is a form of internal simulation key to acquiring many 
motor skills. Hamilton (2008) suggested that children with autism are able 
to understand and emulate goal-directed actions, but may have specific 
impairments in automatic mimicry of actions without goals. The current 
evidence is mixed (see Hamilton, 2013, for an extensive review), but their 
inability to mimic may be explained by their reduced capacity for some 
mirroring functions.

If imitation is the basis of social learning that had survival advantages, 
such biases were probably selected because of the advantages they be-
stowed on those who possessed them. So, the pressure was on to make 
more and more refined discriminations about what and whom to imitate. 
However, it does not mean all biased imitation necessarily contributes 
to genetic fitness. Cultural forms that disseminate could include rain 
dances, fancy clothes, body decoration, burial rites, or any number of 
other habits that may not be serving inclusive fitness. Since we have the 
genetically in-built tendency to copy certain practices and individual, 
the maladaptive “memes” (that are cognitive and behavioral patterns) 
will spread just as well as the ones that actually help survival chances 
(Blackmore, 2001).

Power of mimicry

Human imitation is unique among the primates as it displays the patterns 
of both faithfulness and selectivity under different circumstances with 
the weight of faithful imitation increasing gradually over one’s life span 
(Hodges, 2014). We tend to more carefully imitate social conventions. 
On the other hand, a task with a transparent instrumental goal leaves 
greater room for the individual’s creative spin (Legare et al., 2015). In the 
latter case, we take the intention (or the goal of the action) as our guide 
assuming that it is obvious enough. For instance, if an adult turns on a 
light switch with her head instead of her hands, observing children are 
likely to imitate her action, but only if the adult’s hands are free. If the 
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adult’s hands are occupied, then the children imitate the act of turning on 
the light, but this time they would use their hands (Gergely et al., 2002).

The former mode of imitation, the faithful kind, is the basis for what 
Veblen called “ceremonial values.” Ceremonial values are vital because of 
their role in maintaining the social membership of many types of group, 
while the instrumental use of this imitation, if it ever had one, is signifi-
cantly downplayed or has been completely forgotten. Veblen’s Theory of 
Leisure Class (1912) is a depository of many illuminating examples of imi-
tation of the faithful kind that have come to get detached from their ulti-
mate (evolutionary) functions:

“Manners, we are told, are in part an elaboration of gesture, and in 
part they are symbolical and conventionalized survivals represent-
ing former acts of dominance or of personal service or of personal 
contact. In large part they are an expression of the relation of 
status,—a symbolic pantomime of mastery on the one hand and of 
subservience on the other … Manners presently came, in popular 
apprehension, to be possessed of a substantial utility in themselves; 
they acquired a sacramental character, in great measure independent 
of the facts which they originally prefigured” (p. 47).

Ceremonial institutions (e.g., manners) not only normalize some status 
relations, but also facilitate social cohesion and coordination. Veblen’s 
notion of conspicuous consumption is particularly insightful as he 
recognized that individuals not only have an innate tendency to imitate, 
but they are also biased to adopt some cultural variants (e.g., wasteful 
consumption) rather than others. Humans pay particular attention to, 
preferentially interact with, and tend to imitate successful or prestigious 
individuals (Henrich & Gil-White, 2001).

Emulation, on the other hand, is the favored strategy of the chimpan-
zees when sufficient causal information is available. However, if such in-
formation is not available, chimpanzees are prone to employ a more com-
prehensive copy of an observed action. In contrast to the chimpanzees, 
children employed imitation to solve the task in both conditions, at the 
expense of efficiency (Horner and Whiten, 2005). The fact that chimpan-
zees are more emulative (i.e., goal directed) than the human children who 
proved to be more susceptible to blindly imitating the models used in the 
experiments (Carpenter, Call, & Tomasello, 2005) might explain why it 
was Sapiens that have managed to create more elaborate institutions. As 
a result, cooperative activity was scaled up via the use of artificial cultur-
al markers of many varieties from religious affiliation to tastes. So, what 
seems to be a weakness—blind mimicry—has been, perhaps, the key to 
our species’ success.
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Our elaborate market exchange system owes its existence not to our calcu-
lating brain or insatiable self-centeredness, but rather to our sophisticated 
and nuanced human sociality and to the inherent rationality built into our 
emotions. A society populated with individuals who are rich in anti-social 
qualities would not have conceivably achieved any cohesion. The institu-
tion of impersonal exchange (one-off or repeated transactions with those 
with whom we have no kinship ties) has come about not because we have 
been able to overcome our often-misguided morals that are designed for 
small communities or our short-sighted zero-sum economic mentality. 
It is true, particularly in singular transactions, that some of our instincts 
have become liabilities as our genes have proved to be extremely slow to 
adapt to our changing circumstances. But the modern economic system 
got helped a lot more than it got hindered by such instincts. It, instead, is 
built upon many of our innate social skills as a species that support our 
capacity for building formal and informal institutions. Thanks to this ca-
pacity, we have been exempted from many cognitively demanding tasks 
in managing our affairs.

In this chapter, I will raise and answer three interrelated questions:

(1)	 In which sense are impersonal market relations embedded in social 
relations?

(2)	 Can for-profit organizations exist without co-opting social norms?
(3)	 In which sense do consumption and work represent activities wherein 

humans exercise their sociality?

Social embeddedness of economic transactions

As noted in the opening chapter, we do not have two distinct personalities 
at our disposal between which we switch back and forth with ease. We 
do not check at the door what we should expect from a conducive human 
interaction, such as feeling respected, each time we engage in trade. This 
is as evident today as it was on the 3,800-year-old Babylonian tablet from 

9	 Human sociality in the 
market
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the ancient Sumerian city-state of Ur in Mesopotamia, considered to be 
the oldest documented customer complaint known to man:

When you came, you said to me as follows: “I will give Gimil-Sin 
(when he comes) fine quality copper ingots.” You left then but you 
did not do what you promised me. You put ingots which were not 
good before my messenger (Sit-Sin) and said: “If you want to take 
them, take them; if you do not want to take them, go away!”

What do you take me for, that you treat somebody like me with 
such contempt? I have sent as messengers gentlemen like ourselves 
to collect the bag with my money (deposited with you) but you 
have treated me with contempt by sending them back to me empty-
handed several times, and that through enemy territory. Is there 
anyone among the merchants who trade with Telmun who has 
treated me in this way?

We can clearly see that Nanni, the author of the letter, felt insulted and took 
Ea-nasir’s behavior very personally. The origin of the discontent appears 
to go beyond a mere loss of money. This is hardly surprising, since any 
social exchange has three likely primary emotional consequences because of 
their implications for pleasure, social acceptance, and self-esteem.

Pleasure

The first emotional consequence is associated with the outcomes and con-
cerns the hedonic tones (or pleasurability) of these outcomes. This is the 
most common treatment of emotions in economics: “it tastes great!” Our 
choices are guided by the relative expected utilities promised by various 
items. Neuroeconomists call these expected pleasures decision values. They 
are signals computed at the time of choice that help us forecast the even-
tual hedonic impact of those different options (Fehr & Rangel, 2011). De-
cision values, processed in the ventromedial prefrontal cortex, take into 
consideration various attributes of the objects. However, as I argued be-
fore, valuation is not a purely cognitive exercise; it can’t be. Only those 
attributes that lend themselves to meaningful affective representations 
could guide our choices. Other attributes that do not have any affective 
resonance or salience will be most likely be tuned out.

Social acceptance

The second emotional consequence of social exchange is associated with 
possible perceived social implications of the outcome—which is usually 
much more salient if the outcome is disadvantageous. As an extension of 
our social intelligence, we have a very finely-tuned sociometer, an inter-
nal gauge that is sensitive to any stimulus with social significance. And 
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few things signal danger as loudly as does the perceived possibility of 
social exclusion. Outcomes such as getting passed up for promotion, be-
ing refused service, or not receiving a performance raise may be processed 
as (indirect) signs of social rejection (or, if inverted, acceptance), and, in 
turn, would have serious implications for our self-esteem—regardless of 
their material impact. Direct or indirect negative feedback on one’s perfor-
mance tend to reduce self-esteem and cause a greater activity in the brain 
regions that are implicated in processing social rejection, such as bilateral 
anterior insula and the dorsal anterior cingulate cortex, along with the 
mentalizing regions, possibly indicating a desire to figure out the reasons 
for the negative feedback (Eisenberger, 2003).

Considering the association between a drop in our conception of self-
worth and the elevated levels of the stress hormone cortisol (McEwen, 
2013), exchange outcomes that are perceived to be detrimental to our self-
esteem (and, in turn, to our self-preservation) must generate feelings in 
the body as with our other physiological homeostatic imbalances. In this 
sense, self-esteem (as a gauge for self-appraisal) can be considered as an 
adaptive product of evolution because of its role in guiding our level of 
investment toward various social activities. It primarily prevents us from 
investing too much in social relationships that are lower in value than 
we can achieve in the social marketplace or from wasting our precious 
resources (e.g., time, energy) chasing unattainable social relationships de-
spite the high value they could offer (Kirkpatrick & Ellis, 2007). Imagine 
you are interviewing for a consultant job at a first-tier investment bank. 
What would you make of a series of rejections? What would you do in re-
sponse? You may re-direct your job search to lower-tiered institutions. In 
that way, the drop in your level of self-esteem (in the professional domain) 
based on responses to your previous job applications can help you dis-
cover your “niche of acceptance and rejection in the job market” (p. 423).

Social interactions

Lastly, the social interaction itself during an exchange, independent of the 
outcome it leads, is also subject to emotional evaluation. Otherwise, how 
can one possibly explain the phenomenon of consumer vengeance, where 
the consumer desires to “get even” with an exchange partner based upon 
a dissatisfying experience? This is the research question that Bechwati and 
Morrin (2003) tackled. Apparently, consumers engage in vengeful actions 
in different and quite creative forms. One may choose to get even by leav-
ing the table dirty at a restaurant or by creating a brand-specific hate site 
on the web. The founder of the site walmartblows.com described his mo-
tivation as follows:

Pissed off at Wal-Mart, I needed a constructive way of releasing my 
frustration, so I bought a silly domain name and designed a Web site 
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dedicated to my anger. I have created this site in retaliation against 
Wal-Mart for their crappy customer service and for treating their 
employees like s–t’ (quoted in Kucuk, 2008).

Dave Carrol went even further to air his grievances against United Air-
lines by composing a song, “United Breaks Guitars.” The song went viral 
on YouTube in 2009, having been watched 19 million times since then.

Interestingly, what seems to trigger this vengeful behavior in most cas-
es is not necessarily whether or not the customer’s concern has been ad-
dressed, but rather how politely or rudely she has been treated (Bechwati 
& Morrin, 2003). (For a more extensive take on the emotional needs that 
we seek to meet in the market as consumers, see Ingwer, 2012.) Consumer 
vengeance teaches us that there are many social norms that underlie mar-
ket exchange, such as interactional justice. When these norms are violated, 
a series of (sometimes welfare-reducing) behavioral reactions, not predict-
able within the confines of the rational choice theory, ensues. Seen in this 
light, one might suspect that fairness, perhaps, is more often an attribute 
for the manner in which people are treated in their interpersonal interac-
tions rather than distributional or procedural outcomes of these encoun-
ters. (Mikula, Petri, & Tanzer, 1990)

Such resentment and retaliation following interactional injustices ex-
tend to the workplace. For instance, Skarlicki and Folger (1997) compiled 
a long list of acts in which the workers engaged in their pursuit of getting 
even with their organizations. The list consisted of taking supplies home, 
attending to personal business while at work, spreading rumors about 
coworkers, damaging equipment, and others. They also found that the 
desire for interactional justice is also a strong motivator of more compliant 
behavior:

when supervisors show adequate sensitivity and concern toward 
employees, treating them with dignity and respect, those employees 
seem somewhat willing to tolerate the combination of an unfair pay 
distribution and unfair procedures that would otherwise maximally 
contribute to retaliatory tendencies (p. 438).

This is not a surprising finding when considering that personification and 
transference are two species-specific ways in which humans deal with the 
world—a tendency that reveals some inherent biases in our (social) cogni-
tion. In many cases when the organization is large, for the employee, the 
employer is a fairly abstract and diffuse notion that is most likely to be per-
sonified in the role of a supervisor (or even co-workers) such that it could 
have emotions and intentions attributed to it—a form of transference. The 
failure to conceive of market relationships independently of our socially-
obsessed brain, such as our desire to be treated with dignity, would risk 
leaving unexplained a vast chunk of economic behavior (e.g., turnover 
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rate). Consider online reviews. I enjoy reading reviews not only as a pos-
sible source of information, but also as an invaluable opportunity for so-
ciological observation. If you happen to read the negative feedback given 
for otherwise top-rated contractors on Angie’s List, a platform connecting 
homeowners with contractors, the first thing you likely notice would be a 
rather interesting pattern: many of the (potential) customers appear to be 
frustrated or angry because they simply did not get a call back or were not 
treated well by the individuals representing the organization—usually on 
the phone. Based on my observation, many such reviews must have been 
written simply to communicate a sentiment along the lines of “How dare 
you!” But don’t have to take my word for it. I compiled around 1000 such 
reviews (around 170,000 words) from five different top-rated contractors 
whose overall ratings were overwhelmingly positive, and then I carried 
out a text analysis using DiscoverText, cloud-based software, to find out 
the frequent word pairs. The resultant word cloud clearly supports my 
hunch (see Figure 9.1).

Although I have not found any experimental evidence directly pertain-
ing to how interactional unfairness is processed at the neural level, I would 
expect the brain to process unfair treatment differently than it treats unfair 
outcome, as neural activity during the evaluation of procedural and dis-
tributive injustice displays a very limited overlap; the anterior insula was 
the only area active in both situations. The areas that were distinctively 
activated when the rules determining the outcome deviated unfavorably 
from expectations, such as the ventrolateral prefrontal cortex and the su-
perior temporal sulcus, are indeed more sensitive to procedural fairness 
considerations (i.e., whether the rules are fair) than to the inequality in 
outcomes (Dulebohn et al., 2009). This means that, if a manager wants to 
minimize negative emotional reactions to the dismal pay-raise decisions, 
she would be better served by (preemptively) communicating as clearly 
as possible the fairness of the rule/procedure employed in the process 
of making the decision. Such a policy would increase the likelihood of 

Figure 9.1:  �Word cloud showing the top 25 word pairs based on negative reviews 
on Angie’s List.
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organizational citizenship behaviors on the part of the employee—at least 
it would do this more effectively than would other organizational efforts 
like improving the perception of fairness in rewards (Williams, Pitre, & 
Zainuba, 2002).

The sense of fairness (or lack thereof) in procedures and interpersonal 
treatment tends to serve as a basis for our overall impressions about an 
organization (Beugre & Baron, 2001). The desire to be treated with dig-
nity and respect is clearly evident in online employee reviews. The over-
all sentiment in these reviews signals that employment is more than a 

Figure 9.2:  �Word cloud showing the top 25 bigrams based on negative reviews of 
a large US-based employer on glassdoor.com.

Figure 9.3:  �Word cloud showing the top 25 trigrams based on negative reviews of 
a large US-based employer on glassdoor.com.
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contractual relationship maintained by external rewards. I compiled all 
one- to three-star (out of five) reviews for one of the largest employers 
in the US on glassdoor.com (around 630,000 words) and again analyzed 
the text to discover the most frequent word groups, either bigrams (word 
pairs) or trigrams. Looking at the resultant word cloud, there appears to 
be two obvious conclusions: employees feel overworked and, more signif-
icant for the case I have been trying to make, not treated well, as indicate 
by the frequency of the word care (see Figure 9.2 and 9.3).

Secondly, I ran a sentiment analysis1. If one takes the results with a grain 
of salt, given the limitation of the methodology, words that tend to reflect 
negative sentiments—anger, disgust, and sadness—appear to be com-
monplace in a typical review (see Figure 9.4).

Co-opting social instincts for profit

Markets would not have been viable—or would have remained small, in 
some cases—if the organizations populating them could not have figured 
out how to use a set of deeply social instincts to their advantage or figured 

Figure 9.4:  �Sentiment analysis of negative reviews of a large US-based employer 
on glassdoor.com.
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out how to avoid openly violating any of the strongly-held moral beliefs 
or social norms. Consider the following hypothetical memo that our local 
retailer Mini but Mighty sent to its employees:

Dear employees: Recently, the unemployment rate in the area has 
increased due to the closures of several local businesses. As a re-
sult, Mini but Mighty’s market power as an employer has increased 
considerably. To exploit this newly found market power and boost 
our profit, we have decided to reduce all hourly wages by $2/hour. 
Thanks for your cooperation. Sincerely, the Management.

If you found the memo careless, you are in good company. No employer, 
as Arthur Okun (1981) predicted, has ever made (or, I wager, will ever 
make) such an announcement2. A sizable majority of those who partici-
pated in the study conducted by Kahneman, Knetsch, and Thaler (1986) 
found it unfair for a firm to exploit an excess in the supply of labor in or-
der to cut wages (or, similarly, to exploit an excess in demand to increase 
their prices). Moreover, the sizable majority found auctioning as a pricing 
strategy unfair whether in hiring or in selling. Even in the age of big data, 
many online sellers clearly refrain from using a completely personalized 
pricing strategy. Instead, they use the information to decide to whom to 
give discounts. When asked why, 100% Pure CEO gave a clear answer: 
“We don’t want to cross the line where we upset our customers, but we 
still want to capture the customers that are not going to buy” (quoted in 
Tanner, 2014). The foregone profit from not utilizing certain business strat-
egies, such as the first-degree price discrimination (charging everybody a 
completely personalized price), may be taken as an indication that some 
conventional norms have been internalized (or so advertised) by business 
firms in various forms. These norms function as social constraints on 
profit (Kahneman, Knetsch, & Thaler, 1986).

Organizational kinship and instinct of workmanship

Herbert Simon, a behavioral economist before behavioral economics was 
popular, provided in his various writings what is, perhaps, one of the 
most intriguing cases of how social norms are deliberately invoked by 
organizations in the market setting to complement the incomplete nature 
of employment contracts. After all, there is no easy way to monitor or 
control effort or bring organizational objectives into alignment with those 
of the individual. Employment remains a relational contact (i.e., open-
ended and under-specified). Firms may try to exert authority over their 
employees’ effort through financial incentives (if-then rewards), but this 
authority will never be complete. Financial incentives as motivators may 
even be counterproductive when applied aggressively, as they tend to 
reduce intrinsic motivation (e.g., people’s desire to be part of something 



Human sociality in the market  97

greater than themselves; Pink, 2011). Williamson (1975) made a similar 
point by proposing a distinction between perfunctory and consummate 
cooperation. The latter form of cooperation, he argued, involves accepting 
responsibilities and exercising initiative and tends to generate a greater 
alignment between the goals of the organization and those of its employ-
ees, but is unlikely to be sustained solely through standard employment 
contracts. This is why, as Akerlof and Kranton (2000) argued, social identi-
ty emerges as an important supplement to monetary compensation, since 
using money as the sole motivator proves to be both costly, because of its 
diminishing marginal impact, and ineffective, because it may crowd out 
intrinsic motivation.

In reality, many people do exhibit loyalties to organizations and orga-
nizational goals even though the effort expended to achieve these goals 
does not seem to be fully proportionate to the financial rewards received 
or to the organization’s overall success (e.g., profitability). The ubiquity 
of organizational loyalty does not strike me as an anomaly; after all, in 
the achievement of organizational objectives, we often see organizational 
identification (rooted in the us vs. them distinction) and pride in work as 
key instincts to which businesses often appeal to motivate their work force 
(Simon, 1991). Motivation and performance are apparently too important 
to be left to financial incentives alone; tribal instincts must often be sum-
moned to sustain organizations as viable units.

A few years back I came across a YouTube clip of what appears to be 
a store manager surrounded by a group of employees at a Walmart pep 
rally singing “We are Walmart” to the tune of Queen’s legendary song 
“We Will Rock You”3. My thought upon watching this video was that 
these workers must be so poorly paid that the manager felt compelled to 
motivate them by cultivating some sense of community and kinship—one 
that they can proudly claim. Creating a sense of community and kinship 
may be an effective strategy to turn potential outsiders (whose allegiance 
could only be bought, albeit imperfectly) into “insiders who needs little 
monetary inducement to perform his job well” (Akerlof & Kranton, 2000).

In other cases, organizations speak to their employees’ instinct of 
workmanship—their intrinsic desire to feel that they are being useful. 
Medtronic, a medical device developer based in Minneapolis, shares with 
its workers the stories of patients who have benefited from the company’s 
products in order to help them feel pride in their work. Pride, when it 
is achievement-oriented, is a powerful pro-social emotion—and a fairly 
cost-effective motivator. The motivational potency of this emotion is most 
likely associated with the fitness-enhancing potential it served during our 
evolution. As a psychological adaptation, it represents an alternative (and 
less conflicting) avenue whereby individuals acquire, sustain, and signal 
social status and prestige (Cheng, Tracy, & Henrich, 2010)—an extremely 
strong motive, as argued before. In a rare study targeting the neural cor-
relates of pride, Chen and his colleagues identified activation in two brain 
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regions—the right posterior superior temporal sulcus and the left tem-
poral pole—that are involved in the initial appraisal of socially relevant 
stimuli and in other aspects of social cognition.

To sum up, organizational success and the viability of large-scale eco-
nomic activity would be enhanced if our sociality can be co-opted for or-
ganizational objectives. The ability of organizations to internalize social 
norms to foster a greater degree of citizenship behavior (going beyond the 
requirements of their role without an accompanying explicit recognition, 
materially or otherwise) on the part of their workforce is captured effec-
tively by the term social capital. Since we often mistake our feelings toward 
our colleagues and those higher up in the organizational hierarchy for our 
feelings toward the overall organization, social capital has a significant 
relational dimension that reflects the affective quality of our relationships. 
As the saying goes, “People leave managers, not companies.” The affec-
tive quality of our relationships takes on an even greater significance in 
organizations where the completion of tasks often requires collectively in-
tentional cooperation (i.e., teamwork). In such settings, not all efforts are 
equally visible to the management or subject to recognition, even though 
they may be key to the team’s success. An environment where individuals 
are motivated to over-perform tasks that carry a greater weight in their 
performance evaluation and under-perform those that are not represents 
a clear misalignment between individual and organizational goals. There-
fore, organizational outcomes depend on the degree of loyalty, obedience, 
and functional participation (going beyond the call of duty) that the or-
ganization can elicit from its members. And this feat is more likely to be 
accomplished in an environment fostering liking, trust, and identification 
among individuals (Bolino, Turnley, & Bloodgood, 2002).

Trust, trustworthiness, distrust, and social capital

I will now turn to the role of trust, specifically, the trust between buyer 
and seller. As discussed earlier in the book, building trust tends not only to 
increase number of potential trades, but also to maximize the mutual gains 
from reciprocal relationships—or at least it has done so in certain labo-
ratory experiments. Trust also has reliable neural correlates in the brain. 
Exposure to the online seller profiles that communicate high trust and 
low distrust, Dimoka (2010) found, tends to strongly activate the caudate 
nucleus, the putamen, and paracingulate cortex. Furthermore, sellers with 
profiles communicating high distrust activated the amygdala and insular 
cortex, regions that are implicated in intense emotions and fear of loss and 
that most likely motivate avoidant behavior toward potential harm.

Although our social baseline may be an initial inclination to trust, 
cues signaling distrust are emotionally much more salient (McKnight & 
Choudhury, 2006). Therefore, trustworthiness needs to be signaled very 
reliably and distrust should be diffused very quickly in order to promote 
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exchange. Particularly, in the age of digital (and, thereby, ultra-imperson-
al) commerce, trust requires a more creative set of institutional infrastruc-
tures, one that reflects our social intelligence. Online marketplaces, partic-
ularly online auction sites like eBay, would have not have come about—at 
a time where the legal framework was fairly under-developed—if the 
sellers were unable to build institutions that engender trust, since such 
one-off transactions expose the buyers to a greater risk of opportunistic 
behavior. In such online environments, institutional trust becomes the 
most important tool for building trust. In a study done at a time where 
online auction marketplaces were still fairly new, Pavlou and Gefen (2004) 
found that the perceived effectiveness of feedback mechanisms (e.g., rat-
ings) and escrow services, combined with buyers’ trust in the intermedi-
ary itself (e.g., eBay), were positively correlated with the buyer’s trust in 
the community of sellers in an online marketplace—even when control-
ling for the differences in trust propensity of the participating individuals. 
This form of institutional innovation is driven, and will be accelerated, by 
the fact that modern society includes many third-party private and public 
entities (or intermediaries), such as Amazon, Airbnb, and UpWork, who 
have a self-serving stake in promoting the number of trades among po-
tential buyers and sellers. Such intermediaries would be motivated to pre-
empt the buyer’s unwillingness to be vulnerable to the seller who might 
otherwise elicit distrust, perhaps through incompetence or through pos-
sible social value violations (e.g., lacking goodwill). Promoting trust in the 
online marketplace still relies on more ancient institutions, albeit in a more 
elaborate form: online feedback/reviews have replaced gossip and repu-
tation; the familiar faces of neighborhood brick-and-mortar shops have 
been replaced with online shops that have a permanent presence in our 
lives; third party entities that are not direct parties to the exchange, like 
credit card companies, offer paternalistic free-passes (e.g., zero liability) 
that are reminiscent of the safety-net once offered once by your parents. 
Perhaps, the more things change, the more they stay the same.

Expressive sociality and the market

The size, viability, and stability of market relations are dependent upon 
the extent to which humans exercise their sociality through (1) their choic-
es of what/where to buy, (2) what job to work, and (3) their daily (play-
ful) interactions with their peers in various organizational and exchange 
settings.

Consumption: “I buy, therefore I am”

The specific ancestral social challenges faced by humans, evolutionary 
psychologists argue, must have formed the basis for a set of fundamen-
tal motivational systems that function to help solve each challenge. These 
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fundamental motives (e.g., avoiding disease) may be triggered by external 
or internal cues (e.g., somebody sneezing); they then coordinate attention, 
memory, and cognition in order to produce an adaptive response (e.g., 
refraining from physical contact). How would these archaic motivational 
systems translate to the choices we make in the market? Perhaps the affili-
ation system, as it is called—that is, the basis for our ability to build friend-
ship and alliances for support—is one of the most relevant social motives 
urging us to seek brands and styles that help us fit in (Griskevicius & 
Kenrick, 2013). Thus, the complexity that modern consumption behavior 
has taken on appears to suggest that we are not in the market only to meet 
our psychical needs; we are also in the market to meet social needs (e.g., 
connectedness, feeling part of a group). Contrary to what might be expect-
ed, social considerations are not limited to a few conspicuous categories, 
but are as applicable to purchases of household cleaner as they are to pur-
chases of a mobile app (Magids, Zorfas, & Leemon, 2015). In fact, the very 
concept of so-called “tribal marketing” (Richardson, 2013) emerged from 
the recognition of the fact that brands should fulfill the consumer’s need 
to build connections and experience a sense of community—however, ar-
tificial it may be.

Beyond just fostering connection, consumption fosters identity. What 
you buy is also supposed to say something about you, a fact that American 
culture has noted—and made light of. Take again the beloved ‘90s TV 
show Seinfeld. The episode in question begins with George Costanza, 
one of the lead characters, scanning used vehicles in a parking lot at a 
dealership. He ends up getting tricked into buying an ‘89 LeBaron con-
vertible (a clear violation of his preferences he had declared earlier) just 
because the salesman claimed that the vehicle was previously owned by 
Jon Voight, the accomplished and charismatic American actor—a claim 
which turned out to be wrong. Obviously, George does not fit with our 
typical utilitarian hedonist caricature, so the so-called “ceremonial mo-
tivation” (Veblen, 1912) behind his behavior is evident. He is not alone. 
Consumption choices are often instruments we use to fit in or to gain and 
signal status, in addition to the other functions they serve. To paraphrase 
it in mainstream economic terminology, “utility functions have been de-
veloped to express a wide array of non-pecuniary tastes and social prefer-
ences, such as the desire for children, the concern for status, and the desire 
for fairness and retribution” (Akerlof & Kranton, 2010, p. 10). These social 
preferences have biological roots in the sense that we preferentially adopt 
some cultural variants rather than others. We are very selective imitators.

Our obsession with what Frank (2011) calls “positional goods” is very 
deep-seated because of the significance of these goods in the Darwinian 
sexual selection process, even though positional consumption no longer 
serves the same inclusive fitness goals it once did. The fact that we are 
motivated to spend more on status-infused goods simply to boost our self-
worth (as opposed to signaling fitness) is a clear indication that what we 
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consume is intertwined with our self-image in the community, which is 
in turn connected to our psychological well-being. Sivanathan and Pettit 
(2010) identified four such therapeutic uses of status-good consumption: 
soothing psychological pain, as a source of affirmation, repairing bruised 
self-esteem, and as a shield for negative criticism. Apparently, when it 
comes to choosing what to buy what is at stake is much more than gain or 
loss of utilities.

Work: “I am employed, therefore I am”

I’m more isolated than ever before. It is a combination of factors: 
I’m far away from where I grew up and went to school, I don’t have 
coworkers, and going out is difficult when spending even an extra 
dollar brings about feelings of shame. Even phone calls with old 
friends and family are terse, and a bit tense. I invariably hear sugges-
tions, or an offhand comment about “the lazy unemployed mooch-
ers” and I end up feeling like a liability even in conversations with 
old friends (an account of an unemployed person).

Not only in consumption, but also in employment, we see the powerful 
desire to be included and accepted. Unemployment often represents not 
only the loss of income, but of a social identity as well. Providing a social 
group membership is one of the core (but often less visible) functions of 
work and employment. Even increased perceptions of job insecurity are 
likely to lead people to identify less with the employed population, which 
negatively impacts their well-being negatively through a loss of social 
identity (Selenko, Mäkikangas, & Stride, 2017). Among those who are out 
of work, there are heightened signs of mental wear and tear. Based on 
the Gallup-Healthways Well-being Index, the duration of unemployment 
shows a positive correlation with the self-reported incidents of having or 
being treated for depression. In 2013, nineteen percent of those who were 
considered long-term unemployed reported that they were either having 
or getting treated for depression.

A job loss must be perceived emotionally similar to social exclusion, 
making the experience more painful than it would have been if it were 
only associated with the financial stress (e.g., temporary loss of income). 
The pain associated with social separation and rejection is no less real 
than psychical pain and is indeed processed by the same brain regions, 
as shown in Chapter 5 and 6. In fact, we are so attentive to the social 
cues that might be taken as signs of social exclusion/rejection that such 
a pain could easily be triggered artificially, such as in a simple ball toss-
ing game. Imagine that you are part of a group three individuals who 
are playfully tossing a ball around. You start noticing an odd pattern: 
the other two toss the ball between themselves more often than they 
engage you. You might start thinking. “Something isn’t right.” Indeed, 
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something is not. The toss pattern deviates from what you can explain by 
a simple chance occurrence; you are being excluded. If your brain were 
being scanned by an fMRI machine when this is happening, there would 
be evidence of activation in your dorsal anterior cingulate cortex—an area 
linked to the experience of pain distress (Eisenberger, 2003). This should 
not come as a surprise, considering the adaptive role of the anterior cin-
gulate cortex in maintaining social bonds, even as early as infancy. As the 
authors of this study argue, “Because of the importance of social bonds 
for the survival of most mammalian species, the social attachment system 
may have adopted the neural computations of the ACC, involved in pain 
and conflict detection processes, to promote the goal of social connected-
ness” (p. 291).

So, work is more than an activity to earn a living; it is the living.

Notes

1	 Although the appearance of emotion-related words, such as disgust and 
emotions, in overwhelmingly critical reviews is understandable, I would like 
to highlight the significance of one particular dyad, surprise and anticipation, 
as it may be associated with the feelings of resignation or fatalism—which is 
evident upon closer reading of the individual reviews.

2	 This is a variation on Okun’s example. His original example was about com-
municating a price increase by a supplier.

3	 The clip can be found at the following link: https://www.youtube.com/
watch?v=JOkQJm\_UGM4

https://www.youtube.com/watch?v=JOkQJm\_UGM4
https://www.youtube.com/watch?v=JOkQJm\_UGM4
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We may be cognitively lazy but our innate social skills are simply unpar-
alleled. We are emotionally inclined to cooperate, if the circumstances are 
right, and our brain has a sophisticated error-detection mechanism that 
aligns our cooperative inclinations with the goals of self-preservation—
which, in turn, prevents exploitation.

The fact that the role of trust that was originally designed to regulate 
personal dyadic relationships has been delegated to institutions has al-
lowed our impersonal co-operation capacity to be scaled up significantly. 
Our capacity for building institutions is truly remarkable. Institutions 
from traffic signs to more informal rules like “first come first served” are 
indeed key to lessening the demand of our social complex life on our lim-
ited cognitive resources. Just imagine how mentally and physically over-
whelming driving your car would have been in the absence of, say, traffic 
lights or divided roads. Many of us pay very little attention to what is 
happening around us while driving as we have delegated our “attention” 
to be performed, say, by built-in mandatory taillights in vehicles in front of 
us. Thanks to the modern infrastructure and our ability to institute a few 
simple but intuitive rules, we can rely on simple parsimonious heuristics 
designed for driving: stay in your lane; keep a safe driving distance; slow 
down when you see the red, etc. As a result, we are on autopilot for most of 
the way and most of the time. Think of the number of cars in traffic today 
as an analogy for the number of impersonal market transactions. Just as 
the number of cars in traffic would have remained very limited without 
the current regulating institutions, the scale of market transactions would 
have remained very small without us building a set of institutions reflec-
tive of our expertise in social exchange.

When I trace the viability of market system to our deep-seated sociality, 
I do not necessarily mean that we have a market-friendly nature. On the 
contrary, the avenues the modern economic interactions afforded us to 
exercise our sociality often create a false sense of social connectedness. We 
are driven to meet, rather unconsciously; our essential social needs (sense 
of belonging, parental instincts, etc.) through relationships that are some-
what superficial and transient. We engage in the transference of multiple 
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forms. For instance, it is inevitable to feel some level of kinship with our 
co-workers and mistake playful interactions in our exchange relationship 
as a substitute for friendly feelings. Many of us feel connected but lack, 
perhaps, meaningful social bonds. Moreover, the market system appears 
to have invented new hierarchies, I should admit, in highly creative ways 
whose essence is captured by César Ritz’s famous phrase: “the customer is 
never wrong.” Although most businesses never rely on a single customer 
to service, they have interest in championing the fantasy that customer 
is always right. As a result, consumers are given an artificial social status 
that is usually reserved for people that are higher in the social hierarchy 
(e.g., elderly in some cultures).

Evolving market relations could push Sapiens out of their comfort 
zones in other ways as well. Consider the expansion of trade that has been 
pushing innovations in communication technologies. Despite having 
the best teleconferencing tools at their disposal, how should one explain 
the geographic clustering of IT industry in such areas as Silicon Valley? 
E-mail, social media, videoconferencing, etc. do not seem to have elimi-
nated the need for face-to-face meeting. Why? “To defeat the human need 
for face-to-face contact,” as Glaeser (2011) puts it, “our technological mar-
vels would need to defeat millions of years of human evolution that made 
us into machines for learning from the people next to us … technology 
will never be able to simulate the full range of sensory inputs—eye con-
tact, olfactory cues, the warmth of a handshake—that help live meetings 
work…” (p. 37). Geographical clustering is one of many forms in which 
our sociality pushes back against the demand for further impersonaliza-
tion by the market.

I would like to note, finally, that a decentralized economic system that 
operates through decisions that individuals make might have some im-
plications for political stability of the overall economic system. This is not 
a praise. Just an observation. Sapiens have a very strong sense of fair-
ness to be applied exclusively in situations where grievances are caused 
by an identifiable party. An economy that is organized as constellation of 
markets may contribute to political and social stability as long as they are 
seen as impersonal forces. Our inclination and ability to assign the market 
a set of attributes that we usually reserve for natural (or supernatural) 
phenomena may be traced back to the cognitive revolution which, accord-
ing to Klein (1995), dates back to 40,000–50,000 years ago. At this time, 
he argued, a set of profound changes took place in our brain that helped 
Sapiens live in a dual reality: that of concrete things (e.g., trees) and that 
of imagined (or abstract) things (e.g., nations) (Harari, 2015). For instance, 
without myths (e.g., corporations as individuals) that exist only in peo-
ple’s collective imagination, neither credit nor the Catholic Church would 
have come into existence. Therefore, in an economy built on decentralized 
decision-making, we are prone to believing that outcomes are generated 
by impersonal forces beyond any one individual’s control akin to natural 
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disasters. In comparison, the failure of deliberate economic policies could 
be traced back to those who have implemented them. In that sense, by dif-
fusing the blame for many economic ills like unemployment, the market 
system may have become instrumental in maintaining political stability. 
This superficial stability may come at the expense of delaying policy in-
novation and limiting the political realm to address many pressing social 
problems, particularly in places where the myth of the impersonal forces 
is the most pervasive like the US.
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